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An overview of the magnetoresistance phenomenon
in molecular systems

Hongbo Gu,ab Xi Zhang,ac Huige Wei,a Yudong Huang,b Suying Wei*d and
Zhanhu Guo*a

In this review, the classification of magnetoresistance effects, the electrical conduction mechanisms

without and with magnetic field, and the spintronics are briefly summarized. The magnetoresistance

effect in the molecular systems including small organic molecules, carbon nanotubes, graphene,

conductive polymers and their nanocomposites is critically reviewed. The four normally used models are

elaborated to disclose the mechanisms of organic magnetoresistance (OMAR) in the organic systems.

The most current applications of these molecular systems are also summarized. These molecular systems

are envisioned to create next-generation spintronic and electronic devices for flexible applications.

1. Introduction

Magnetoresistance (MR) is a phenomenon that reflects the
resistance change of a material when an external magnetic

field is applied to it.1,2 Generally, the MR effect can be categorized
into five distinct types including ordinary magnetoresistance
(OMR), anisotropic magnetoresistance (AMR), giant magneto-
resistance (GMR), tunneling magnetoresistance (TMR) and
colossal magnetoresistance (CMR). Recently in the literature,
it was reported that the MR effect can also be observed in the
carbon nanostructural materials (such as carbon nanotubes
and graphene),3–5 organic molecules,6,7 conjugated polymers
and their nanocomposites,8,9 and nanoparticles in the insulat-
ing polymers.10 The MR effect observed in the organic materials
without any magnetic materials is called organic magneto-
resistance (OMAR).11–14
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The interest in the MR effect is growing due to its wide range
of applications in the magnetic recording system over the last
few decades.15–17 Especially, the MR effect has made a great
impact on the computer memory and storage technology.18

From the first used magnetic core memory in the mid-1950s up
to now, the magnetic memory in computers has improved more
than five orders of magnitude in density.19,20 Meanwhile, the
magnetoresistance-based sensor systems have also shown the
promising platform technology for the biosensing and biochip
systems.21–24 Moreover, a new technology ‘‘spintronics’’, which
is also called spin electronics25 or magnetoelectronics,26–28 has
emerged in the last few years, which is a condensed-matter
physics area focused on the investigation of properties of
electron spin to improve the efficiency of the electronic devices
and to enrich them with new functionalities.29 More recently,
since the Nobel Prize in Physics was awarded to Drs Fert and

Grunberg in 2007 for their discovery of the GMR phenomenon,30,31

it has attracted more attention to seek new technologies and
materials. However, there are still many challenges in this field.
For example, can the structural design make the MR devices more
sensitive and store more information by an applied external
magnetic field? What kind of structural materials can be poten-
tially used for MR sensors? Can the emerged organic spintronics
replace the traditional semiconductors? Is the MR signal strong
enough for the organic materials to be used in the MR devices?
The understanding of the electrical transport mechanism and the
MR phenomenon in different materials is extremely important for
the new structural MR materials design.

Though there are several comprehensive reviews on the metallic
MR phenomena,32–37 in which most of the reported results have
been summarized, reviews focusing on the molecular systems,
especially on the conjugated polymers and their nanocomposites,
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have been rarely reported. In this review, the major focus is on
classifications of the MR effects, electrical conduction mecha-
nisms in the materials without and with magnetic field, and the
specific MR applications in spintronics. Due to limited space,
only the MR effects in the molecular systems such as small
organic molecules including tris(8-hydroxyquinolinato)aluminum
(Alq3) and rubrene, graphene, carbon nanotubes, conductive
polymers and polymer nanocomposites are critically reviewed.
The mechanisms of OMAR effects with the four typically adopted
models in these systems are discussed. The potential applications
of these molecular systems have been described as well as the
perspectives in the fields.

2. Classifications of magnetoresistance
2.1 Ordinary magnetoresistance (OMR)

The ordinary magnetoresistance (OMR) is often found in the
non-magnetic metals and is due to the electrons deviating from
the electric field direction by the Lorentz force, which increases
the resistivity with increasing magnetic field.38,39 The OMR
effect is very small in low fields, although the effect could
become much larger in high fields.40 In the classical OMR
theory, OMR is always positive and proportional to the quad-
ratic magnetic field when the multiplication of the cyclotron
frequency (oc, the frequency of an electron moving perpendi-
cular to the direction of a magnetic field H with a constant
magnitude and direction; oc = eH/2pme, where e is the electron
charge and me is the mass of an electron) and the relaxation
time t of the materials is smaller than that in small magnetic
fields , i.e. oct { 1, or for the stoichiometric semiconductors,
where the concentration of electrons n equals to that of the
holes p. OMR is expressed as eqn (1) and (2):41

MR p H2 (oct { 1) (1)

MR p const (oct c 1), n a p (2)

Generally, the OMR is strongly dependent on the measured
temperatures and becomes larger at lower temperature due to
the decreased thermal phonon scattering.42 Recently, the OMR
effect has been observed in the three-dimensional nanoporous
gold (Au),42 single crystalline bismuth (Bi) nanowires fabricated
using the stress-induced method43 and electrodeposition,44

and a-Mn thin film (a phase Mn is stable at room temperature,
and it has a body-centered-cubic (bcc) structure).45 Interest-
ingly, Cimpoiasu et al.46 have investigated the H dependent
OMR behavior of the mechanically stretched bulk sheets of
carbon nanotubes (CNTs), and showed that the OMR was also
related to the stretching direction and the direction of the
applied H (they called it ‘‘angular magnetoresistance’’).

2.2 Anisotropic magnetoresistance (AMR)

The first anisotropic magnetoresistance (AMR) in ferromagnetic
(FM) Ni and Fe metals was reported by William Thomson in
1856.47 The AMR effect is defined as the difference between rJ (the
resistivity when the magnetic moment M is parallel to the electrical
current i) and r> (the resistivity when M is transverse to i),

which is expressed as Dr = rJ � r>.48 The normalized Dr/rav is
called AMR, where rav � (1/3)rJ + (2/3)r>.48 Owing to the AMR
effect, the electric field is given using a vector form in eqn (3):48

E = r>j + a(j�a)(rJ � r>) + rHa � j (3)

where a is the unit vector in the direction of magnetic moment
M of the single domain sample and j is the current density.
From eqn (3), an angle y between M and j is introduced and
described in eqn (4):

r(y) = r> sin2y + rJ cos2y or r(y) = r> + Dr cos2y (4)

cos y is the average over a large number of randomly oriented
crystallites.49

The AMR effect is often observed in a number of thin films
of FM metals and alloys of Fe, Co and Ni.50,51 At room
temperature, the anisotropic resistance in alloys of Ni–Fe and
Ni–Co can be greater than 5%.48 It depends on the orientation
of magnetic moments with respect to the direction of electric
current, arising from the spin–orbit coupling and d band
splitting.52 The schematic of the AMR effect is demonstrated
in Fig. 1. If M (magnetic moment) is oriented transverse to i and
the spin–orbits are parallel to i, a small cross-section for
scattering resulted, causing a low resistance state, Fig. 1(a);
if M is parallel to i and the spin–orbits are orientated perpendi-
cular to i, a large cross-section for scattering is attained, leading
to a high resistance state, Fig. 1(b).

Later on, the AMR effect in the epitaxial Fe (110) films,49 two-
dimensional holes of GaAs,53 (Ga, Mn)As films,54 single Ni
and Co nanowires,55 and single-crystal HoNi2B2C has been
reported.56 Recently, the AMR effect was observed to be
enhanced by using Al2O3 encapsulation57 and in nanometer-
scale FM contacts at low temperature.58 This AMR effect has
been used in current transducers and sensors to measure the
Earth’s magnetic field (electronic compass), AMR-magnetic
random access memory (MRAM) devices59 and a magnetic field
detector for digital recording and magnetic bubbles.48

2.3 Giant magnetoresistance (GMR)

GMR is a quantum mechanical effect, which was first observed
in a multilayered thin-film structural material composed of a
couple of FM Fe layers separated by a non-magnetic Cr layer in
1988.30 GMR was defined as the ratio of (RAP � RP)/RP, where RP

and RAP are the resistances of the materials for parallel and
antiparallel alignments of two magnetic electrodes,60 depending
on the magnetization state of the materials under an applied

Fig. 1 Schematic of the AMR effect: (a) M is transverse to i and (b) M is
parallel to i.
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magnetic field. In these antiferromagnetically coupled multi-
layers of Fe–Cr superlattices, a GMR value of up to 80% was
observed at 4.2 K and decreased with increasing thickness of
Cr layers, Fig. 2.30 This effect was subsequently reported in
many other multilayered structures, consisting of FM and
antiferromagnetic (AFM) or non-magnetic metals.61–65

The GMR effect has also been observed in the granular system
containing small magnetic entities dispersed in the paramagnetic
or non-magnetic matrix such as Co in Cu or Fe in Ag,17,66–70 carbon
based systems (such as carbon nanotubes and graphene), organic
materials,14,71,72 and spin-valve sandwich structures.73 The spin-
valve is a GMR based device. These structural materials consist of
two FM layers (alloys of Fe, Co and Ni) separated by a non-magnetic
metal (Cu, Ag and Au), Fig. 3.32 In these structures, one of the two
FM layers is called the ‘‘pinned layer’’, in which the magnetization
is relatively insensitive to the moderate magnetic field.74 The other
FM layer is called the ‘‘free layer’’, in which the magnetization
could be changed by applying a relatively small magnetic field. The
MR of the spin-valve structure is obtained by changing the magne-
tization of two FM layers from parallel to antiparallel.32 The pinned
magnetic layer is often connected to an AFM layer and the interface
between these two layers could help to resist the changes due to the
magnetization of the pinned FM layer.32 Since the magnetization of

the pinned layer pins along one orientation, the rotation of the free
layer magnetization ‘‘opens’’ (in parallel configuration) or ‘‘closes’’
(in antiparallel configuration) the flow of electrons, behaving as a
sort of valve, which is the origin of the spin-valve device.75

The GMR effect is used to change the relative orientation of
magnetization in adjacent magnetic metal layers and the
thickness of the films must be less than the mean free path of
electrons. In the metallic multilayer GMR systems, the electrical
transport properties are based on three parameters: (1) the spin-
dependent scattering within the layers, (2) the spin-dependent
scattering at the interface between the layers, and (3) the resis-
tivity that depends on the magnetization orientation in the
magnetic layers.76,77 Generally, the commonly used transition
FM metals are Fe, Co and Ni since the 3d bands of these metals
are split by the exchange energy (approximate 1–2 eV), giving two
markedly different bands, i.e., spin-up (with a spin parallel to the
magnetization) and spin-down (with a spin antiparallel to the
magnetization) electrons at the Fermi level.31,78,79 The electrons
in a magnetic material can give different resistances and mean
free paths due to the difference in density of states at the Fermi
level (N(EF)) of these two spins, which leads to different scattering
rates when an external magnetic field is applied.78 The N(EF)
often makes the spin-up (majority spin) and spin-down (minority
spin) electrons nearly identical in the normal metals, however, in
the FM metals, the shift of N(EF) results in the unequal filling of
bands, which is the source of the net magnetic moment for the
materials and causes different properties of spin-up and spin-
down electrons such as number, character and mobility, Fig. 4.26

The difference in the electrical conductivity between the
spin-up and spin-down electrons causes a spin-polarized
electric current32 (spin polarization means nonequilibrium spin
population80). Particularly, it has been estimated that the mean
free path of the spin-up electrons may be five times longer than
that of the spin-down ones. Typically, the spin-up electrons have
the lower scattering rate81,82 than the spin-down ones.83 When the
magnetic layers are aligned parallel, the current is mostly carried
by spin-up electrons,84 which can easily pass through the entire
material and experience a weak scattering process, leading to a
lower resistance state.75,84,85 However, when the magnetic layers
are anti-parallel, both spin-up and spin-down electrons scatter
stronger at different parts of the materials and the probability of

Fig. 2 GMR effect observed in the multilayers of Fe–Cr superlattices. Reprinted
with permission from the American Physical Society.30

Fig. 3 Spin valve structure. Reprinted with permission from the American
Association for the Advancement of Science (AAAS).32

Fig. 4 Schematic diagrams of the density of states in the normal metal and the
FM metal (in which the majority spin states (spin-up electrons) are completely
filled). E, electron energy; EF, energy at the Fermi level and N(EF), density of states
at the Fermi level. Reprinted with permission from the American Association for
the Advancement of Science (AAAS).26
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scattering is equal for both classes of electrons, leading to an
overall higher resistance.75,86 The heuristic model regarding
the spin-dependent scattering of conduction electrons (polarized
electric current79) in a metallic multilayer GMR system with a
parallel and anti-parallel magnetization introduced by White59,87

is shown in Fig. 5. In the granular metallic system, the electron
transport properties are confirmed to be dominated by the
interfacial spin-dependent scattering for the GMR effect.88

Since its first discovery, the GMR materials have been widely
used in many areas15,89 including rotation speed sensing in auto-
motive systems,90 angular position sensing,91 magnetic recording
and writing heads (hard disc drivers),92,93 magnetocardiography
sensors,94 drug delivery,95 biosensors96–98 and biochips99–101

for biological detection,21,102–104 commercial off the shelf
(COTS) for aerospace missions,105 magnetic field sensors90,106–110

and MRAM.91,111

2.4 Tunneling magnetoresistance (TMR)

The tunneling magnetoresistance (TMR) normally takes place
in a magnetic tunnel junction (MTJ), which is composed of two
ferromagnets (electrodes) separated by a thin insulating layer
(a tunnel barrier) and the resistance is different for the parallel
and antiparallel magnetic configurations of these two electro-
des.18 The electrons travel from one FM layer to another FM
layer by the tunnel effect, a process in which the spin has been
conserved, Fig. 6.75 In this tunneling process, the electrons
find the free states to tunnel under the parallel magnetization
(top of Fig. 6) more easily than under the antiparallel magne-
tization (bottom of Fig. 6) when the electron states on each side
of the barrier are spin-polarized.75 The TMR effect is also
defined as (RAP � RP)/RP, where RP and RAP are the resistance
in the parallel and antiparallel states, respectively. The TMR
effect was first demonstrated in the tunneling between two FM
films (Fe–Ge–Co tunnel junction system) by Julliere in 1975.112

A TMR value of around 14% was obtained at low voltage and
4.2 K. Later, a room temperature TMR value of 18% was
obtained in the Fe–Al2O3–Fe junction system113 and of 11.8%
was obtained in the CoFe–Al2O3–Co thin film tunnel junction
system,114 which is great progress in the development of
the room temperature TMR effect. The TMR effect was
also observed in the Fe–MgO–Fe (which is up to B220% at
room temperature),60,115,116 Fe–MgO–FeCo(001) single-crystal
epitaxial junctions,117 Co–MgO–Co,118 CoFeB–MgO–CoFeB

(which is 604% at room temperature),119 carbon nanotube
based MTJ systems120 and organic semiconductor barrier MTJ
systems.121–123

The TMR effect depends on the magnetization orientation
and is related to the spin polarization of tunneling electrons
across the insulating barriers,124 which is determined by the
spin dependent N(EF) of each of the FM electrodes.112,116,125

Julliere proposed a phenomenological model, in which the
TMR arised from the spin dependent electron tunneling.112

In the MTJ systems, there are two FM electrodes, which are
indexed as electrode 1 and electrode 2. The spin polarization Pa

(a is 1 or 2) of these two FM electrodes can be calculated from
the spin dependent N(EF) by eqn (5):112,125,126

Pa ¼
Na" EFð Þ �Na# EFð Þ
Na" EFð Þ þNa# EFð Þ (5)

where Nam(EF) and Nak(EF) are the N(EF) of the electrode for spin
up (majority-spin) and spin down (minority-spin) bands. Thus,
TMR could be expressed as eqn (6):112,125

TMR ¼ 2P1P2

1� P1P2
(6)

The limitation of the TMR is defined by the electrode
material used; normally the electrode is a FM metal. However,
when the electrode is a non-magnetic metal, P = 0; when the
N(EF) of the electrodes is 100% spin-polarized, |P| = 1. The spin
polarization of a FM material at low temperature could be
measured directly using ferromagnet–Al–O–superconductor
tunneling junctions.124 The measured spin polarization of
3d FM metal and alloys based on the Fe, Co and Ni is always

Fig. 5 Spin-dependent scattering of conduction electrons in a multilayer GMR
material with (a) parallel (low resistance) and (b) anti-parallel magnetization
(high resistance), N represents non-magnetic layers and M represents magnetic
layers.59,87

Fig. 6 Schematic of magnetization in the TMR effect related to the N(EF).
Reprinted with permission from the Nature Publishing Group.75
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positive and usually within the range 0–0.6 at low temperature
below 4.2 K.127 The TMR value estimated from eqn (6) agreed
well with what was observed experimentally in MTJs.125 The
TMR effect was reviewed by Yuasa and Djayaprawira.125 To
obtain a significant high TMR value, the electrode material
should use special materials, called ‘‘half-metallic’’ ferro-
magnets including CrO2,128 Fe3O4,129 lanthanum strontium
manganite (La0.67Sr0.33MnO3, LSMO).130 Half-metallic ferro-
magnets were first introduced by Groot et al.131 In these
materials, with the coexistence of metallic nature for one
electron spin and insulating nature for the other, the N(EF) is
completely polarized and the conductivity is dominated by the
metallic electron spin charge carriers,132 in other words, 100%
spin polarized.133 Therefore, according to eqn (6), these half-
metallic ferromagnets give |P| = 1, which means that the TMR
value will be up to infinity.

The TMR effect could be used in the programmable logic
devices,134,135 magnetic sensors, read heads of hard disc
drives136 and promising high-performance solid-state MRAM
technology, in which the MTJ serves as both storage devices and
storage sensing devices.18,116,137

2.5 Colossal magnetoresistance (CMR)

The colossal magnetoresistance (CMR) is an extremely large
resistivity change by orders of magnitude in the manganite
perovskites T1�xDxMnO3 (where T is a trivalent lanthanide (La)
cation, D is a divalent cation like Ca, Sr or Ba)138 by applying an
external magnetic field.139,140 However, for LaMnO3 and
CaMnO3 (SrMnO3 or BaMnO3), the ground state is AFM and
the spin interaction is through the superexchange interaction
when the metal–oxygen–metal bond angle is close to 1801.138

However, after being doped with a donor (acceptor) impurity at
sufficient doping degrees (such as x E 0.2–0.4), the donor
electrons become delocalized and the materials become highly
conductive.141 The ground state will become FM following the
paramagnetic-to-FM transition. In the 1990s, Helmolt et al.142

and Jin et al.143 made great progress in the CMR effect. Helmolt
et al.142 observed a more than 60% of CMR in thin magnetic
films of La0.67Ca0.33MnO3 and Jin et al.143 obtained 127 000%
CMR value at around 77 K and 1300% CMR value at
room temperature in the epitaxial films of La0.67Ca0.33MnO3.
Since then, lots of research have started focusing on the
CMR behaviors of the doped manganite perovskite structure
materials.144–148 The resistivity of the epitaxial films of
La0.67Ca0.33MnO3 grown on LaAlO3 substrates using laser abla-
tion and suitable heat treatment underwent a low temperature
transition from insulating to metallic and the CMR effect was
observed in the metallic regime.

The mechanism of CMR is still not well understood. How-
ever, some researchers believed that the observed CMR is
associated with the interplay between electron–phonon
coupling149 and FM-to-paramagnetic phase transition.150

Actually, the pure AFM behavior could only be observed in
LaMnO3 and CaMnO3 (SrMnO3 or BaMnO3). Nonetheless, the
doping process caused the electron spins in the materials and
induced both the ferromagnetism and conduction. The conduction

occurs by the hopping through the interchange of valence
states of two different valent Mn ions from Mn3+Mn4+ to
Mn4+Mn3+.151 The application of the magnetic field is likely
to increase the alignment of the electron spins and conductivity.
The fluctuating spin configuration and electron–electron inter-
action induced localization have also been considered to pro-
duce the CMR effect.151 Recently, the CMR has also been
reported in the ZnO–La0.7Sr0.3MnO3 heterostructure,152 poly-
crystalline La2CoMnO6,153 ultraclean and high density two-
dimensional GaAs quantum well system,154 Nd2/3Sr1/3MnO3

ultrathin films grown on charge-ordered Nd1/2Ca1/2MnO3

manganite155 and sodium chromium oxide with a mixed-
valence state (NaCr2O4).156 The CMR effect renders these
materials potential applications in the magnetic recording150

and magnetic devices.157

2.6 Organic magnetoresistance (OMAR)

Even though the GMR effect was first observed in the metallic
multilayers, achieving coherent spin transport (how spins move
in metals and semiconductors) over distances at the nanometer
scale has proved to be difficult in the normal metals or
semiconductors.158 This challenge has invoked the develop-
ment of new materials, in which both efficient spin injection
(which utilizes the strong, short-range quantum mechanical
exchange interaction of the injected spin polarized electrons
from the atoms in the FM layers) and transport could be
achieved. Therefore, the carbon based materials (such as
carbon nanotubes and graphene) and organic semiconductors
(OSCs),6 as a class of promising electronic materials, have
attracted considerable attention over the last few decades4,72,159–162

and have shown applications in large area electronics, flexible,
transparent and low-cost electronics163–165 due to their light-
weight, easy processing, low-cost substrates, chemical stability
and biocompatible capability166–168 compared to traditional
metal matrix composites in the last decade. Recently, they have
also been considered by physical and chemical scientists as
new spin transport materials72,169–172 since elemental carbon
has weak spin–orbit coupling (the strength of the spin–orbit
interaction is proportional to Z4, Z is the atomic number of the
element173) and hyperfine interaction, which permit long spin
relaxation lifetime (which is also called longitudinal or
spin-lattice time.80 The range of this time is from 10�6 to
10�3 s,174,175 which is several orders of magnitude longer than
that in most inorganic materials (10�9–10�12 s)176). Carbon-
based materials and OSCs are very promising platforms for spin
electronic devices.177 Especially, the p-conjugated OSCs are a
class of electronic materials that have attracted intensive atten-
tion owing to the processing and performance advantages over
the conventional brittle semiconductors and their easy usage as
spin transport layers between two FM electrodes.178,179 The
p-conjugated OSCs are categorized into two types depending
on their molecular weights, i.e., small molecules and polymers.
The p-electrons are delocalized in their p-conjugated chemical
structures with a relatively small energy gap ranging from about
1.5 to 3.5 eV178 (for example, rubrene with B2.3 eV and Alq3

with B2.8 eV180) between the completely filled valence band
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(the highest occupied molecular orbital, or HOMO) and the
empty conduction band (the lowest unoccupied molecular
orbital, LUMO) levels, which leads to their semiconducting
properties. Numerous studies on the GMR effect have been
reported using OSCs such as Alq3,181–184 rubrene,185 conductive
polymers186,187 and polymer nanocomposites (PNCs).8 The
GMR is realized to be very complicated in these systems since
the resistance depends on the parameters including orientation of
the magnetic field,188 layers,189 temperature,190,191 frequency,192

particle size,187 and composition concentration.193 The TMR
effect has also been reported in the OSCs.121,174,194–196

Generally, the OMAR effect in OSCs could be achieved using
two approaches. One is to inject spins from FM electrodes
(spin-polarized) into the OSCs, such as organic spin-valve
structure, in which the organic spacer is used to replace the
nonmagnetic spacer. This has been the common structure of
the OMAR device so far. Obviously, the performance of these
devices depends on the properties of the organic spacer and FM
electrodes as well as the properties of the interface between
them.176 The other is to apply a magnetic field directly to the
OSCs. In this method, there is no FM electrode being used. This
method is under development right now. Francis et al.197 used
poly(9,9-dioctylfluorenyl-2,7-diyl) (PFO) organic thin film as the
spacer sandwiched between the top contact (either Al, Ca
(covered by a capping layer of Al), or Au) and the bottom
electrode (consisting of indium-tin-oxide (ITO) covered
glass, poly(3,4-ethylenedioxythiophene)/poly(styrenesulfonate)
(PEDOT/PSS) spin-coated on top of ITO, or Au evaporated on
a glass slide). A room temperature MR of up to 10% was
observed in this device at a field of 10 mT.

In the OMAR system, the electrical transport is definitely
different from other MR systems, but the spin is still an
important property in the electrical transport of the OSCs.
Within the OSCs, the charges move through the molecule and
cause the polarization of the surrounding lattice due to their
Coulomb interactions with the nucleus. The combination of the
charge and its accompanying polarization as a quasi-particle is
called a polaron,198 which has the spin of the electron or the
hole (S = 1/2, ms = �1/2; S is the spin angular momentum and
ms is the spin quantum number) and can either be positively
(such as a hole polaron) or negatively charged (such as an
electron polaron). The two-like charged polarons (with two
positive or two negative charges) could combine together
to form the bipolarons199 and the two-oppositely charged
polarons form the excitons. As bipolarons and excitons consist
of two charges, there are four spin states in both bipolarons
and excitons with three triplet states (S = 1, ms = +1, 0, �1) and
one singlet state (S = 0, ms = 0).200 The bipolarons, which coexist
on the same single molecular sites due to the Coulomb repul-
sion between charges, could significantly reduce the formation
energy (U) of bipolarons because of their sharing of the lattice
polarization by placing two charges on the same molecular
sites. Thus, bipolarons are always spin singlet due to the
presence of large exchange energy between two charges and
due to the confinement of the triplet pair of charges to a single
molecular site.201 The excitons are the excited state formed

from the electrons and holes, and located at the same mole-
cular sites. The exciton binding energy, which is the difference
between the transport gap (Et) (the difference between the
HOMO and LUMO) and the optical gap (Eopt), ranges from 0.4
to 1.4 eV due to the formation of excitons.202 The excited triplet
and singlet excitons have very different properties. The energy
levels of the excitons and the exciton transitions are depicted in
Fig. 7. The transition from the excited singlet state (Se) to the
ground state (Gs, which has the singlet configuration) (the rate
constant is kSG) is quantum mechanically allowed since the
spin is conserved. Thus, these transitions are fast (1–10 ns) and
efficient and cause the fluorescence.203 The transition from the
excited triplet state (Te) to Gs (the rate constant is kTG) is much
slower than the kSG process due to the unallowed transition
from the excited triplet state to the singlet ground state
according to the spin selection rule (which described that the
spin is directional and has the odd parity. The transition in
which only states with the total spin quantum number are
the same is spin allowed204). Therefore, the triplet excitons
could live longer in the device (100 ms–10 s) than the singlet
excitons.203 Another transition called ‘‘intersystem crossing
(ISC)’’ between the Se state and the Te state with a rate constant
of kISC is possible to achieve since the spin–orbit coupling
weakens the spin selection rules.205 The transition from Te to
Se is thermally activated since the Te state is lower than the Se

state. Thus, the triplet excitons are very important for the
electrical transport in the OSCs owing to their long lifetime in
the device. The triplet excitons quenching or triplet excitons
charge scattering will decrease the mobility, leading to a
reduced current.206 The change in MR is confirmed as a result
of the change in the triplet concentration in the OSCs.207 Desai
et al.208 also found that the MR only occurs when there is light
emission from the organic light-emitting diode (OLED) device
consisting of ITO/N,N0-diphenyl-N,N0-bis(3-methylphenyl)-(1,1 0-
biphenyl)-4,40-diamine/Alq3/cathode, which suggests that the
MR is related to the formation of the excitons and caused by the
trapping of free carriers by triplets.

3. Electrical transport phenomena in
materials
3.1 Electrical transport phenomenon in materials without
magnetic field

Generally, there are three means for electrical conduction
through a material: the flow of free conduction electrons in the
metals; the flow of ions in ionic liquids or electrolytes; and the

Fig. 7 The transitions between the excited singlet state (Se), the triplet state (Te)
and the ground state (Gs).
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polarization in which ions (or electrolytes) or electrons move
only a short distance under an electric field and then stop
(polaronic transport).209 In the solid state physics, the electronic
band structure is normally introduced to categorize the
materials into a conductor, a semiconductor and an insulator.
The band gap, also called the energy gap, is the energy range
between the valence band and the conduction band. The
conduction band is the electron energy range for the electrons
to move freely within the atomic lattice of the materials, which
is called ‘‘delocalized electrons’’ and is the first unfilled energy
level at absolute zero temperature (LUMO for molecules). The
valence band is the highest energy range and the last filled
energy level (HOMO for molecules), in which the electrons
present at absolute zero temperature. In the conductor,
such as metals, the conduction depends on the free moving
electrons since the conduction band overlaps with the valence
band, in which there is no band gap. In the semiconductor,
such as silicon and germanium, the electrons need to jump
over the energy gap to the conduction band with the help of
energy (such as light, heat and electric field) because of the
presence of a small band gap and the Fermi level of the
semiconductor is in the middle of the band gap. The electronic
band structure is shown in Fig. 8. However, for the insulator,
the conduction band is much higher than the valence band, so
that the electrons cannot overcome the band gap to delocalize.
The change in the electronic band structure makes the semi-
conductor conductive. There are many parameters that change
the band structure and the Fermi level of the semiconductor,
such as dopant concentrations, impurities and temperature.210

The semiconductor–metal transition could be observed in the
heavily doped silicon.211 In the semiconductor, both the electrons
in the conduction band and the holes in the valence band
(resulted after electrons are excited to the conduction band)
contribute to the electrical conductivity.212

In the carbon-based materials, such as graphene and carbon
nanotubes, the electronic band structure influences the charge
transport.214 Graphene is a single atomic layer of graphitic
carbon densely packed into a two-dimensional (2D) hexagonal
structure with the honeycomb lattice,215 which can be wrapped
up into zero-dimensional (0D) fullerene, rolled into one-
dimensional (1D) nanotubes or stacked into three-dimensional
(3D) graphite.216 In the electronic properties of graphene,

the s bands are formed by three of the four valence electrons
(sp2 hybridization) and the fourth single electron of the carbon
atom occupies a 2pz orbital to form the p(LUMO) and
p*(HOMO) band with neighbors for the delocalization.214 The
valence band and the conduction band of graphene meet at a
point, called the Dirac point, Fig. 9. The hybridized electrons
with the periodic field of the hexagonal crystal lattice form
Dirac fermions, which is expressed as a cone-like energy
band.217 This unique band structure makes the electrons move
ballistically within graphene, leading to a higher electrical
current than the normal semiconductors, even at room tem-
perature. Graphene nanoribbons are strips of graphene, which
are obtained by cutting a graphene sheet along a certain
direction.214 Thus, the edge of the graphene ribbon could be
‘‘armchair-like’’ or ‘‘zigzag-like’’ depending on the cutting
direction.218 The charge transport in the graphene nanoribbons
has also been reported to be affected by the edge doping,
impurities and functional groups.219,220 The edge doping is
more complex depending on the dopant position, ribbon width
and symmetry.221,222 Martins et al.223 found that the doping
with boron atoms can suppress the conduction band near the
Fermi level to increase the conductivity. The added boron
atoms can behave as scattering centers for the spin up (down)
electronic transport within the graphene nanoribbon.
Cervantes-Sodi et al.224 observed that the chemical function-
alization can break spin degeneracy (the two or more quantum
states with the same energy level). This could lead to a spin-
selective half-semiconductivity (in which the valence band and
the conduction band are at the same spin channel), or spin-
polarized half-semiconductivity (in which the valence band and
the conduction band belong to the opposite spin channels), or
semiconductor–metal-transition.

Carbon nanotubes (CNTs), derived from the layer of graphite
(‘‘graphene sheets’’) and formed by rolling a piece of graphene
to create a seamless cylinder, Fig. 10A,225,226 are one of the most
widely studied molecular electronics225,227,228 due to their
unique electronic structure, electrical properties and quantum
effects.229–231 There are two types of carbon nanotubes including
single-walled carbon nanotubes (SWNTs) and multi-walled carbon
nanotubes (MWNTs).232 SWNTs only have one-atom-thick layer of
graphite (also called graphene), whereas MWNTs consist of multiple
rolled layers of graphene.233 Particularly, the diameter and the heli-
city (which could be represented by an axial vector,234 i.e. chirality)

Fig. 8 The electronic band structures of metals and classical inorganic semi-
conductors (orange represents the valence band and the blue is for the conduc-
tion band).213

Fig. 9 Electronic band structure of the graphene honeycomb lattice. Reprinted
with permission from the American Physical Society.217
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of carbon atoms in the nanotube shell could be used to deter-
mine whether the CNTs are metallic or semiconducting.214,235

After folding a graphene sheet, Fig. 10A, the CNTs could
be characterized by the chirality vector (C, i.e. geometry)
C = na1 + ma2 � (n, m),236 where a1 and a2 are the unit vectors
of the hexagonal lattice shown in Fig. 10A. And the obtained
C = 5a1 + 2a2 � (5, 2) indicates that this folding CNT can be
expressed as (5, 2).225 The band structure and first Brillouin
zone of graphene are shown in Fig. 10B. In this band structure,
the valence band (p) and the conduction band (p*) meet at each
of the six points (i.e. k-point) at Fermi energy, the top of
Fig. 10B. In the k-space (2D or 3D Fourier transform measured
in the magnetic resonance image), bottom of Fig. 10B, the
electrons behave as a semiconductor in the G–M direction,
while in the G–K direction and other five directions, the
electrons could move freely and behave as a metal.225 The
SWNTs have different band gaps depending on their diameters.
The smallest-diameter SWNTs have the highest band gap and
the band gap decreases with increasing diameter. The diameter
dependent properties make SWNTs behave as a metal (zero
band gap) or as a silicon semiconductor.213 The MWNTs have
more complex behaviors since each layer in the tube has a
different geometry.213

The charge transport relying on the change in the electronic
band structure is also called bandlike transport. For the OSCs,
the mechanism of charge transport is still controversial in the
literature, however, it could be classified into two models
according to the type of OSCs.237 For the single crystals of
small molecules like tetracene, pentacene and rubrene with the
chemical structures shown in Fig. 11, several researchers have

reported that the bandlike transport behavior (i.e. band struc-
ture conduction), in which the field-effect mobility increases
with decreasing temperature due to the increased scattering
of charge carriers on phonons (thermally induced crystal
deformation),237,238 still plays an important role.237,239 How-
ever, in the disordered OSCs, particularly, in the polycrystalline
or amorphous p-conjugated polymer systems, the weak inter-
molecular van der Waals forces lead to a relatively narrow
bandwidth, stronger electron lattice interactions and the for-
mation of more polarons.240 As the temperature increases, the
electron–phonon coupling results in an enhanced polaron
mass and decreased bandwidth, which may ultimately lead to
the localization of charge carriers. Thus, the charge transport
occurs by the phonon-assisted tunneling or hopping and is
strongly temperature dependent.241 In this hopping mecha-
nism, the field-effect mobility increases with increasing
temperature because of the increased thermal activation.237

Due to the energetic disorder originating from the disordered
structure,242 the band structure cannot be used in these dis-
ordered OSCs. The electronic states of the molecules in OSCs
are subject to random energetic variations arising from the
factors including variations in conjugation length, rotations
and kinking of the polymer chains, van der Waals interactions
with neighboring conjugated molecules, impurities,243 dipole
moments of the neighboring dopant molecules and dipole
moments of the molecules of the polymer matrix (dipole is a
pair of electric charges with equal magnitude but opposite
sign).244 The energetic disorder is that the bands in the density
of states (DOS) corresponding to the HOMO and LUMO states
behave as a tail of low-energy states extending far into the
normal energy gap, Fig. 12. The energetic disorder could be
approximated using the Gaussian disorder model (GDM) as
formulated by Bässler.245 In this model, the symbol s is used to
represent the width of the energetic disorder; the activation
energy of the mobility is expressed as (2s/3)2/kBT, where kB is
Boltzmann’s constant, T is the absolute temperature, m0 is the

Fig. 10 (A) Generation of carbon nanotubes by folding a graphene sheet; (B)
band structure (top) and the first Brillouin zone (bottom) of the graphene sheet.
Reprinted with permission from American Chemical Society.225

Fig. 11 Chemical structures of (a) tetracene, (b) pentacene, and (c) rubrene.

Fig. 12 Schematic of density of states (DOS) for (a) the classical crystalline
inorganic semiconductor and (b) disordered OSCs showing the tail states
extending into the band gap. Reprinted with permission from the American
Physical Society.243
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mobility extrapolated to the zero electric field. Thus, the carrier
mobility m could be described by eqn (7):246

m ¼ m0 exp � 2s=3kBTð Þ2
h i

� exp C s=kBTð Þ2�S2
h i ffiffiffiffi

E
pn o

(7)

where C and S are constants. The GDM describes the transport
as a biased random walk among the dopant molecules with
Gaussian-distributed random site energies. According to the
GDM, the energetic disorder could be Gaussian distributions
with a characteristic energy width of s B 0.1 to 0.2 eV.247,248

The energetic disorder causes the charges to be localized on
the molecular sites and the mechanism for charges moving
from one localized site to another is associated with the
‘‘hopping’’, which is called ‘‘variable range hopping (VRH)’’.
In the disordered material systems with localized states in the
band gap, the conductivity is often described as Mott’s law for
the VRH. In Mott’s law, the conduction caused by the phonon-
assisted tunneling (hopping, dependent on the thermal energy,
kBT)249 between electronic localized states centered at different
positions can be expressed as eqn (8):250

s¼s0 exp �
T0

T

� �1=ðnþ1Þ
" #

; n ¼ 1; 2; 3 (8)

where the pre-exponential factor s0 is a constant, which repre-
sents the conductivity at an infinite low temperature limit, T is
the Kelvin temperature, T0 is the hopping barrier, which stands
for the characteristic Mott temperature, and is expressed as
eqn (9):251

T0 = 24/[pkBN(EF)a0
3] (9)

where a0 (nm) is the localization length of the localized wave
function, kB is Boltzmann constant and the N(EF) is the density
of states at the Fermi level. The n value of 3, 2, and 1 in eqn (8)
represents three-, two-, and one-dimensional systems, respec-
tively. Since the hopping transport is the main contribution to
the electrical transport in the OSCs, the mobility of charge
carriers (including electrons and holes) in the OSCs is several
orders of magnitude lower than that in the inorganic semi-
conductors. For example, the charge carrier mobility in the
amorphous OSCs is in the range of B10�6 to 10�2 cm2 V s�1

and for the high purity crystals of rubrene, the charge carrier
mobility is about 10 cm2 V s�1. However, the mobility of the
high purity silicon crystals is almost 103 cm2 V s�1.176

3.2 Electrical transport in materials under a magnetic field

Electrons have charges and spins, which have been considered
separately recently.252 In the classical electronics, the charges
move by the electric fields to transmit information and are
stored in a capacitor unit. These moving charges form the
electrical current in the electronic devices. However, since the
discovery of GMR in 1988, the spin current has replaced
the charge current in the electronics under a magnetic field.75

The spin transport (current) has different types in different
materials. In the FM metals, the spin dependent conduction
arises from their typical electronic band structure, Fig. 4.
The spin splitting between the energy bands of spin-up and

spin-down electrons renders the electrons in different states at
the Fermi level and exhibits different conduction properties for
carrying the electrical spin current. These differences lead to
the formation of spin polarized currents, which contribute to
the electrical transport of the FM metals under the magnetic
fields.253 Recently, the spin transport in the semiconductors
has gained much more attention since it could combine the
potential of semiconductors (current could be controlled by
gate, coupling with optics, etc.) with the potential of magnetic
materials (current could be controlled by spin manipulation,
nonvolatility, etc.).254 The spin polarized current flows through
a lateral channel between a spin-polarized source and a drain in
the semiconductors. However, the injection of spin-polarized
current from magnetic metals into semiconductors has a
problem, which is called ‘‘conductivity mismatch’’. This could
be solved by the introduction of tunnel junction at the inter-
face of magnetic metals and semiconductors.255,256 The spin-
polarized current in semiconductors could also be induced
by the spin–orbit effects (also called the spin Hall effect
(SHE)),257,258 in which spin–orbit interaction deflects the
currents of spin up and spin down channels in the opposite
transverse directions, inducing a transverse spin current.254

The spin transport in the CNTs is ballistic,259 which means that
the length of the conductor is smaller than the electronic mean
free path (in ballistic transport, there is no dissipated energy in
the conductor).234 In the OSCs, such as rubrene, the spin
transport arises from the spin polarized tunneling (hopping)
through the weakly-coupled and localized molecular levels.260

The electrical conductions under the magnetic field in different
MR devices, such as OMR, AMR, etc. have been discussed in
Section 2.

4. Spintronics

The GMR effect is considered as the birth of spintronics.30,31,261

Spintronics is an emerging technology (where it is not the
electron charge but the electron spin that carries information)
and is associated with both intrinsic spin of electrons262 and
their magnetic moment in a solid-state system.80 Spintronics
utilizes the electronic spin degree of freedom (which is intrin-
sically a quantum-mechanical phenomenon,263 indicating that
the electrons are free to occupy different spin states at the
electronic states with the same energy or nearly the same
energy) in the solid-state systems for information storage and
logic operations, which could decrease the power consumption,
increase the data processing speed and enhance the integration
densities compared to the conventional semiconductor
devices.75,80,264 Therefore, the technical issues including effi-
cient spin injection, spin transport, control and manipulation,
detection of spin polarization and spin-polarized current are
very important for the successful incorporation of spins into
the existing semiconductor technology since the injection
and detection of spin-polarized current in a semiconducting
material could combine magnetic storage of information with
electronic readout in a single semiconductor device.265 The
Hanle effect, which was first used for optical detection of
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nuclear polarization, has been widely used to assess the spin
injection in the semiconductor spintronics.266–268 The Hanle
effect experiment involves the induced injected-spin precession
by applying an external magnetic field when these injected
spins traverse from the injector to the collector across the
device.269 However, this effect has not been detected inside
the OSCs, and whether the Hanle effect could be detected in
an organic system with the incoherent hopping transport of
carriers is still under debate, indicating that spin injection in
these organic junction systems is not clear so far.176 The
understanding of the interaction between the electron spin
and its solid-state environments is the goal of the spintronics
for making useful devices.80 The spin relaxation (how spins are
created and disappeared) and spin transport are the funda-
mental studies in the spintronics.270 Recently, there have been
many ab initio calculations based on the first principles,
such as the two-spin current model (which was introduced by
Mott271),272 density functional theory (DFT, which was derived
by Hohenberg, Kohn and Sham273–276), non-equilibrium
Green’s function (NEGF),277,278 and non-equilibrium Green’s
function-density functional theory (NEGF-DFT),279 for studying
the spin transport properties and electronic structure of Fe–Cr
multilayers,272,275 GaAs doped with Mn,276 graphene,279 carbon
nanotubes,280,281 organic molecules such as pentacene277 and
Alq3.282 The understanding of the spin transport within the
materials from theoretical point of view is important for the
deeper understanding of the transport mechanism and will be
helpful for designing new types of spintronic devices.283 Even
though many spintronic applications are based on the GMR
effect, the observation of TMR has gained much more attention
in the MTJs for its applications in spintronic devices.284,285 To
seek desirable materials for spintronic device applications, the
highly spin polarized materials would provide a large MR effect,
such as half-metallic ferromagnets. More details about the
fundamentals of spintronics have been reviewed by Žutić and
coauthors.80

5. GMR effects in molecular systems
5.1 Tris(8-hydroxyquinolinato)aluminum (Alq3)-based
systems

Tris(8-hydroxyquinolinato)aluminum (Alq3, C27H18N3O3Al) with
its chemical structure shown in Fig. 13 has served as OSC spacers
in organic GMR systems286,287 due to its chemical flexibility and
optoelectronic properties.195 Alq3 is most commonly used in

organic light-emitting diodes (OLEDs) with green emission288

because it can be easily deposited as thin films and integrated
with a variety of metallic electrodes.7,121,179,181 It has been reported
that the interface between FM electrodes and nonmagnetic sub-
stances in the GMR devices controls their performance80 and the
spin injection will be blocked at the interface because of the
mismatched conductivity.289 This is also a problem for spin injec-
tion from FM electrodes into OSCs because the OSCs have rather
low conductivity compared to metals. Thus, in the OSC-based GMR
devices, the half-metallic LSMO is often used for the FM electrode
to solve this problem since it shows almost 100% spin
polarization.130 Xiong et al.7 fabricated an organic spin-valve
device, which consisted of a bottom LSMO electrode and a top
FM Co electrode290,291 sandwiched with a thick layered vacuum-
evaporated Alq3 spacer (between 130 and 250 nm), Fig. 14a.
Under a sweeping external magnetic field, the device with a
130 nm thick organic layer exhibited a negative GMR of up to
40% at 11 K, but was almost reduced to zero when the
temperature was increased to 300 K. The GMR in this sandwich
system was strongly dependent on the temperature, bias
voltage and Alq3 spacer thickness, Fig. 14b.

Vinzelberg et al.292 investigated the GMR effects in an organic
spin valve system, consisting of Alq3 as a spacer and a FM Co top
layer with a LSMO-based electrode. The electron transport behavior
in the LSMO–Alq3–Co system was studied. The TEM microstructure
shows a smooth interface between Alq3 on the nanometer scale and
Co, and there is no indication for enhanced roughness, Fig. 15a.

Fig. 13 The molecular structure of Alq3.

Fig. 14 (a) Schematic structure of the typical device; (b) GMR values of LSMO–
Alq3–Co devices with different thicknesses. Reprinted with permission from the
Nature Publishing Group.7

Fig. 15 (a) TEM on the Alq3/Co/Au interface; (b) MR values for the device at
different temperatures. Reprinted with permission from the American Institute
of Physics.292
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The obtained negative MR was observed to be temperature and
bias voltage dependent without any systematic dependence on
the Alq3 layer thickness and device area, Fig. 15b.

Dediu et al.179,293 investigated the electronic structure of the
interfaces among Alq3, Co and LSMO, and the band alignment
of the LSMO–Alq3–Co system using photoelectron spectroscopy.
The chemical interaction was found between Alq3 molecules and
Co atoms with Co penetrating into the Alq3 layer upon vapor
deposition of Co atoms. This observation is very important for
understanding the spin-valve behavior. An inorganic thin Al2O3

tunnel barrier was further introduced to improve the top inter-
face (Alq3/Co) and to limit the penetration of the Co atoms into
the organic underlayer.181 This has solved the ubiquitous pro-
blem of so-called ‘‘ill-defined layers’’ caused by the diffusion and
penetration of metal atoms into the organic layer and the
possible reaction between metal atoms and organic molecules.7

The negative GMR was detected in the LSMO–Alq3–Al2O3–Co
spin-valve system at 20 K and the small MR effect (spin trans-
port) was observed at room temperature, Fig. 16.

Adding an insulating barrier layer such as Al2O3 can solve the
‘‘ill-defined’’ organic space layer as mentioned above, however, it
is unfavorable for understanding the spin dependent transport
mechanism in the organic spin valve by introducing an additional
new insulating barrier layer. To solve this problem, Sun et al.294

deposited magnetic nanodots instead of isolated magnetic atoms
on the top of the organic layer to minimize the negative effects
of the ‘‘ill-defined’’ organic layer without adding the additional
insulating barrier layer. Fig. 17 shows the schematic diagram of
the new and conventional spin valve device. They used a buffer

layer assisted growth (BLAG) to form the top magnetic electrode in
a vertical organic spin valve of Co–Alq3–LSMO, Fig. 17a. The
obvious short circuit area was formed in the conventional spin
valve device due to the diffusion of Co atoms, Fig. 17b. Compared
to the conventional spin valve device, several layers of Co nano-
dots (average nanodot volume B 3.3 nm3) were formed, Fig. 17c,
which efficiently minimized the diffusion problem with a sharper
interface, and a GMR value of up to 300% was observed. The
mechanism of a large GMR value without any complicated
issues was investigated by analyzing the current density–voltage
(I–V) characteristics.

Pramanik et al.295 fabricated an organic nanowire spin valve
structure with 50 nm diameter consisting of three layers, being
Co, Alq3 and FM Ni in a porous alumina membrane containing
a well-ordered hexagonal close-packed arrangement of 50 nm
pores. An extremely long spin relaxation time (between a few
milliseconds and a second) in this organic nanowire spin valve
was reported together with a relative temperature indepen-
dence of up to 100 K. The spin relaxation mechanisms in the
organic Alq3 have been explored by the Elliot–Yafet (E–Y)
mechanism,296 which was suggested to be dominant due to
the large surface-to-volume ratio and reduced carrier mobility.
This E–Y mechanism originates from the fact that, in the
presence of spin–orbit coupling, the exact Bloch state (or called
the Bloch wave, which is the wavefunction of a particle (usually,
electron) placed in a periodic potential) is a superposition of
spin eigenstates (Bloch states297) instead of an individual spin
eigenstate, which induces a finite probability of spin-flip
(i.e. the momentum exchange between the spin-up and spin
down electrons, mainly from electron–magnon scattering, which
increases with increasing temperature and equalizes partly the
spin up and spin down currents at room temperature253) when
the spatial part of the electron wave function experiences a
transition through scattering even if the involved interaction is
spin independent.298 This nanowire spin valve can serve as a
platform for spintronics, particularly, opto-spintronic devices
such as spin-enhanced OLEDs,299 which require a long spin
relaxation time aiming to exceed the radiation recombination
lifetime of excitons in order to increase the efficiency.

5.2 Rubrene systems

Rubrene (5,6,11,12-tetraphenylnaphthacene, C42H28) is a conju-
gated molecular semiconductor that intrinsically transports

Fig. 16 Observed MR in the LSMO–Alq3–Al2O3–Co spin-valve system. The voltage dependent MR is slightly asymmetric for this device. Reprinted with permission
from the American Physical Society.181

Fig. 17 Schematic diagrams of (a) a BLAG spin valve and a conventional spin
valve, (b) formed short circuit area (sketched by a solid white line) due to the
diffusion of Co atoms and (c) formed BLAG device with several layers of Co
nanodots. Reprinted with permission from the American Physical Society.294
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p-type polaronic carriers with high charge-carrier mobility
(B20 cm2 V�1 s�1).260,300–302 The chemical structure of rubrene is
shown in Fig. 11c. Shiraishi et al.303 fabricated the rubrene–Co
nanocomposite spin device, which is sandwiched between Cr–Au
non-magnetic electrodes, Fig. 18. The very large GMR of 78% was
obtained at 4.2 K and only 0.1% of MR was observed at room
temperature. The obtained GMR effect is temperature and bias
dependent, Fig. 19, which arose from the magnetization of Co and
the spin polarization at the rubrene–Co interface. This report
disclosed a new function of the rubrene based electronic devices
by introducing the spin degree of freedom. They have further
studied the enhancement of MR in the rubrene–Co nanocomposite
spin devices and the detailed mechanism for this MR enhancement
was reported.304 Briefly, with a narrowed gap length between the
electrodes in the rubrene–Co nanocomposites, both the effective
electric field between the junctions of the Co nanoparticles and the
Coulomb-blockade effect increased (that is, the electrostatic energy
for a very small grain will increase by e2/2C if the electron jumps to
this grain, in which e is the electron charge and C is the capacitance
of the grain. The electron will not be able to jump further between
the grains if the charging energy is not able to be overcome by bias
voltage (V) or thermal energy, kBT, kB is Boltzmann’s constant305).
This enhanced MR is attributed to the higher-order co-tunneling
effect in the Coulomb gap of the rubrene–Co nanocomposite spin
device, which was never considered in the conventional theoretical
models such as the T–M model (an abbreviation derived from the
names of Takahashi and Maekawa305).

Yoo et al.185 reported the spin valve devices using LSMO
(anode), Fe (cathode) and rubrene (organic spacer). The thin layer
(1.2 nm) of LaAlO3 (LAO) was used to improve the interfacial
quality between LSMO and rubrene, Fig. 20. The GMR in the

20 nm rubrene devices at low bias and low temperature was
reported to be extremely high (about 20%) due to the negligible
carrier injection, Fig. 21a, while the MR was absent in the thicker
rubrene layer because the channel distance was longer than the
length scale, over which the traveling electron spin memorizes the
initial direction (known as spin diffusion length, ls, which is an
important measure to achieve the efficient spin injection306) in an
amorphous rubrene layer when the viable device current was still
measurable as long as high bias was applied. The temperature
dependent MR, Fig. 21b, revealed that MR decreased with increas-
ing temperature and disappeared at temperatures above 150 K for
the 20 nm rubrene device due to the hopping transport and
thermionic emission (also called the field enhancement effect,
heat induced charge carrier flow from a surface or over a potential-
energy barrier because the thermal energy given to the carrier
overcomes the binding potential307). The GMR effect in the LSMO–
rubrene–Fe spin valve device, Fig. 22, was further investigated.308

The thermionic field emission at the interface of the metal and
rubrene was used to describe the carrier injection in this device.

Fig. 18 Schematic structure of the rubrene–Co nanocomposite device. Reprinted
with permission from Elsevier.303

Fig. 19 (a) Temperature dependent MR, and (b) bias voltage dependent MR of
the rubrene–Co nanocomposites at H = 20 kOe, T = 11 K. Reprinted with
permission from Elsevier.303

Fig. 20 Schematic of the device structure and the steps of layer deposition.
Reprinted with permission from the American Physical Society.185

Fig. 21 (a) MR vs. Vb plot for 20 and 30 nm rubrene devices at 10 K. (b)
Comparison of temperature dependent MR between TMR (5 nm rubrene device)
and GMR (20 and 30 nm rubrene devices). Reprinted with permission from the
American Physical Society.185

Fig. 22 Schematic of the LSMO–rubrene–Fe spin valve device structure. Reprinted
with permission from Elsevier.308
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Both empirical and theoretical models as described by eqn (10)
and (12), respectively, were used to analyze the carrier injection.
During the thermionic field emission, the electrons emitted
from thermionic energy converters are rapidly accelerated
under the field, and the transit time from the emitter to the
electron collector is reduced, consequently reducing the space
charge effects.309 Thermionic field emission takes place at a
lower energy and is promising for spin injection–detection.310

At very low temperatures, both dominating currents from the
thermionic field emission and phonon-assisted hopping in
HOMO–LUMO levels at the interfaces will introduce strong
temperature-dependent device current, which can reflect
thermal activation.185 The observed GMR effect in the 20 nm
rubrene spin valve devices arose from the injection and trans-
port of spin-polarized carriers through the OSC rubrene layer.

Eqn (10) is an empirical formula for the thermionic field
emission and describes the carrier injection across the barrier
for a metal–semiconductor junction:311

I ¼ Is exp
eV

akBT

� �
1� exp � eV

kBT

� �� �
; (10)

Is ¼ sA�T2 exp � ef
kBT

� �
(11)

where I is the current, Is is the saturation current, V is the
voltage, kB is Boltzmann’s constant, a is the parameter that
addresses the deviation from ideal thermionic emission (a = 1),
f is the effective barrier height, A* is the Richardson constant
(A* = 4pmkB

2e/h3, m and e are the mass and charge of an
electron, and h is Planck’s constant), and s is the junction area.

Eqn (12), a theoretical model to describe the carrier injection
at the metal/semiconductor interface,312 defines the value of
the phonon assisted tunneling rate of electrons from the deep
center to the conduction band under an electric field:

WT ¼
eE

ð8m�eTÞ1=2
1þ g2
� �1=2�gh i1=2

1þ g2
	 
�1=4

� exp �4
3

ð2m�Þ1=2

eE�h
eT3=2 1þ g2

� �1=2�gh i2
1þ g2
� �1=2þ1

2
g

� �( )

(12)

where

g ¼ ð2m
�Þ1=2G2

8e�hEeT1=2
(13)

WT is the tunneling rate, eT is the energetic depth of the center,
e is the electron charge, m* is the electron effective mass value,
E = Vb/d is the applied electric field, G2 = 8a(�ho)2(2n + 1) is the
width of the defect states broadened by the interaction with
optical phonons, n = 1/[exp(�ho/kBT) � 1], and a is the electron–
phonon interaction constant (a = G0

2/8(�ho)2), �ho is a phonon
energy.

5.3 Graphene systems

Graphene has attracted considerable attention due to its high
electronic mobility,313 small spin–orbit coupling,314 gate tunability

and long spin lifetime potential.315–319 Currently, many studies
focus on the spin transport in graphene with single-layer or
multilayer structures.320–328 For example, Kawakami et al.321 have
reported the MR behaviors of the quasi-two dimensional meso-
scopic graphite (MG) spin valves composed of MG flakes with FM
electrodes. In this system, an ultrathin magnesium oxide (MgO)
was inserted at the FM/MG interface as a tunnel barrier and the
spin valve effect was observed with a MR value of up to 12% at 7 K.
However, the MR disappeared in the device without MgO,
indicating the importance of spin-dependent interfacial resis-
tance for spin injection into MG.256

Zhang et al.329 have reported the GMR effect in the zigzag
graphene nanoribbon (which is a narrow strip of graphene,
width o100 nm226) sample, where two sides were deposited
with two FM strips, using Landauer–Büttiker formalism com-
bined with the NEGF method, Fig. 23. After obtaining the spin
dependent current and conductance, an energy band gap was
created around the Dirac point (E0, which is set zero as the
energy zero point) for the antiparallel configuration by magne-
tization. And no band gap existed for the parallel configuration,
indicating that the GMR can be produced when the Fermi energy
EF is located in the gap region. This opened a new possibility of
generating GMR in the zigzag graphene nanoribbon.

Rojas et al.3 have studied an ultrasmall and chemically
simple MR device based on a zigzag graphene ribbon joining
two metallic graphene electrodes, Fig. 24A, using a well-established
methodology extended to account for electron–electron inter-
actions in a Hubbard model (which is an approximate model of
electron interaction in narrow energy bands to describe the
transition between conducting and insulating systems330). MR
of each device is defined by eqn (14):

MR = [(RAFM � RFM)/(RAFM + RFM)] � 100

= [(GFM � GAFM)/(GFM + GAFM)] � 100 (14)

where R = 1/G is the resistance, G = (e2/�h)T(EF) is the conductance
calculated with the Landauer formula,331 e is the charge of an
electron, �h is reduced Planck’s constant, EF is the Fermi energy
and T is the transmission coefficient at EF.332 The transmission

Fig. 23 Schematic of the device: two FM stripes are placed on the top and
bottom sides of the zigzag graphene nanoribbon and the source (S) and drain (D)
leads are coupled to the graphene ribbon in the x direction. Reprinted with
permission from the American Physical Society.329
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coefficient is a quantum mechanical concept to describe the
behavior of wave incident on a barrier.333 The electron can transmit
across a barrier either by a semiclassical path (trajectory 1 in
Fig. 25) or by tunneling through the saddle point (from trajectory
2 to 20 in Fig. 25).332 The transmission coefficient must be quantum
mechanically calculated by including both possibilities.332 Based
on these demonstrations, the MR was plotted as a function of the
ribbon length for ribbons of width Ny = 6 and Ny = 3, (Ny is the
width of the graphene ribbon), Fig. 24B, and the proposed device
featuring that 100% GMR can be achieved, Fig. 24B-b.

Lu et al.334 have theoretically explored the GMR properties
of the functionalized graphene as a high performance 2-D

spintronic device using first principles calculations. Five
different functionalized graphenes including graphene function-
alized with F (F–graphene), O (O–graphene), or OH (OH–graphene)
on only one side and graphene functionalized with H on one
side and with F (F–graphene–H) or O (O–graphene–H) on the
other side were considered. Each functionalized graphene has
both chair- and boat-conformations. The magnetism of the
functionalized graphenes was studied for different function-
alized graphenes. The ferromagnetically coupled and anti-
ferromagnetically coupled states of chair-like functionalized
graphene are shown in Fig. 26A. The MR is calculated from
eqn (15):

MR = (IFM � IAFM)/IAFM (15)

where IFM and IAFM represent the current density of the FM and
AFM solution, respectively, and the curves of total current (I) of
the FM and AFM solutions as a function of Vbias of the chair-
like F–graphene model are shown in Fig. 26B-a. The obtained
MR value is shown in Fig. 26B-b. The resulting maximum room-
temperature GMR was up to 2200%, which is one order of
magnitude larger than the available experimental values. This
investigation makes functionalized graphene a promising
material for high performance 2-D spintronic devices.

Fig. 24 (A) Atomic structure of the zigzag ribbon with length Nx = 12 and width Ny = 6 attached to semi-infinite electrodes. The unit cell of a zigzag ribbon is
highlighted. (B) (a) Conductance and (b) MR at the Fermi energy as a function of ribbon length for two ribbon widths. Reprinted with permission from the American
Physical Society.3

Fig. 25 Images of equipotential contours in the vicinity of a barrier. Reprinted
with permission from the American Physical Society.332

Fig. 26 (A) (a) FM and (b) AFM configurations of the chair-like functionalized graphenes, (c) the AFM chair-like F–graphene, and (d) the FM chair-like O–graphene–H;
(B) (a) I–V bias curve, (b) bias dependent MR. Reprinted with permission from American Chemical Society.334
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Bai et al.335 have fabricated the graphene nanoribbon field effect
transistors (FETs) using SiO2 nanowires as physical etching masks
without artificially engineered FM electrodes, Fig. 27. A near 100%
negative MR with an increased conductance at 1.6 K and nearly
56% negative MR at room temperature were reported, which was
attributed to the reduction of quantum confinement through the
formation of cyclotron orbits and the delocalization effect under
the perpendicular magnetic field.336–338 With an easy control of the
negative MR by the gate voltage and source–drain bias, Fig. 28,
these graphene nanoribbon devices have potential applications in
the fields of magnetic sensors and magneto-electronic devices.

Candini et al.339 have developed a novel hybrid spintronic
nanodevice made by the integration of a graphene nanoconstriction
decorated with ternium(III)bis(phthalocyanine) (TbPc2) single mole-
cule magnets. Fig. 29a and b show the schematic of the TbPc2

single molecule magnets and a hybrid spintronic nanodevice,
respectively. They used TbPc2 as the molecular magnetic gate to
obtain a magnetoconductivity signal of 20% without the FM
electrode. Since the scheme of this hybrid nanodevice could be
controlled by the backgate voltage Vbg and the applied magnetic
field, which independently operates on graphene and on the TbPc2

magnetic molecule, respectively, this graphene hybrid nanodevice
could be used as field-effect transistors because the on–off con-
ductance could be switched by the backgate voltage Vbg. Meanwhile,
this hybrid nanodevice behaves similarly to the conventional spin
valves when Vbg is biased to a resonance conductance.

Generally, the quadratic MR with a small magnitude is
observed in the conductor and saturates at a low field.340 However,
the large unsaturated linear magnetoresistance (LMR) is induced
by creating the inhomogeneities in the materials.340 Inhomo-
geneities create tails in both the conduction and valence bands
and cause them to overlap.341 In order to obtain a LMR, an
approximately linear energy spectrum, carriers of very low effective
mass and a zero bandgap should exist in the materials. Graphene
is one of the perfect platforms for studying LMR due to its unique
band structure with a naturally zero bandgap and unusual linearly
dispersing electronic excitations.217 Friedman et al.340 have
reported the first observation of LMR in multilayer epitaxial
graphene grown in silicon carbide (SiC). The LMR persists in this
graphene device from 2.2 K to room temperature (300 K) and is
temperature dependent, Fig. 30. The proper control and maximi-
zation of graphene device inhomogeneity were claimed to yield an
increased magnitude of these LMR effects. The Hall mobility
(which is measured using the Hall effect342 to see the carrier
mobility in the semiconductor343) as a function of temperature is
shown in the inset of Fig. 30B. The mobility decreases slightly with
increasing temperature. In Fig. 30B, the inflection data change
and the MR slightly increases with increasing temperature when
T > 100 K probably due to the mobility changes.

The large unsaturated LMR has also been reported by Zhu
et al.344 The magnetotransport properties of the compressed

Fig. 27 Schematic graphene nanoribbon field-effect transistors. Reprinted with
permission from the Nature Publishing Group.335

Fig. 28 Temperature dependent MR properties: (a) current ratio I(8 T)/I(0 T) and (b) negative MR as a function of source–drain bias at different temperatures.
(c) Room-temperature I vs. V at different applied magnetic fields. The inset shows the negative MR increasing nearly linearly with increasing the applied magnetic field.
Reprinted with permission from the Nature Publishing Group.335

Fig. 29 (a) Schematic of the TbPc2 single molecule magnets and (b) schematic of the nanodevice. Reprinted with permission from American Chemical Society.339
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disk-shaped graphenes with different sizes (N008-100-P-10,
XY: 5–10 mm, Z: 50–100 nm; N008-100-P-40, XY: r44 mm,
Z: 50–100 nm; N006-010-P, XY: r14 mm, Z: o40 nm, Gra-10,
Gra-40 and Gra-P represent the three different graphenes) were
investigated. These compressed graphene disks display size
dependent behaviors and the MR at a magnetic field of 9 T
was observed to vary from 42 to 64% at 130 K, Fig. 31a, and a
relatively high value in the range of 56–72% at 290 K was
observed, Fig. 31b. These unique MR behaviors may lead to
new advanced materials to be applied as extremely linear

motion sensors (magnetic sensors)341 and ultra-high density
memory storage.345 The magnetic graphene nanocomposites
(MGNCs) with surface-adhered magnetic nanoparticles, syn-
thesized using a facile thermal-decomposition method,346 also
display classical LMR behavior with the MR values varying from
38 to 64% at 130 K, Fig. 32a, with a higher value of 46–72% at
290 K, Fig. 32b, under an applied magnetic field of 9 T. These
MGNCs demonstrate size dependent MR and the MGNCs with
small size graphene display a better MR performance at both
130 and 290 K due to the larger disorder of small size graphene

Fig. 30 LMR data in the multilayer epitaxial graphene device at (A) T r 100 K (the inset shows resistance vs. temperature) and (B) T > 100 K (the inset shows the Hall
mobility vs. temperature). Reprinted with permission from American Chemical Society.340

Fig. 31 The MR of Gra-10, Gra-40 and Gra-P at (a) 130 and (b) 290 K.344

Fig. 32 The MR of graphenes and their nanocomposites at (a) 130 and (b) 290 K.346
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and less quantum confinement through the formation of
cyclotron orbits and the delocalization effect under the
perpendicular magnetic field.336,338

Recently, the chemical modification of graphene has been more
attractive in the development of graphene based electronics due to
the improved properties including tunable band gap347,348 and
magnetic properties.349 Hydrogenated graphene and graphene
nanoribbons are mostly investigated for the spintronic device.350,351

Matis et al.351 have reported a detailed study on the GMR and
quantum localization in plasma hydrogenated graphene. In this
system, a negative GMR value of up to 28% in a perpendicular field
of 2.5 T was observed at the charge neutral point (in which the
density of states should hypothetically vanish for nondisordered
and noninteracting electrons352) without saturation at 2.0 K and the
GMR value was suppressed with the gate voltages accompanied by
a transition from strong to weak localization up to carrier densities
ne E 2.6 � 1011 cm�2.

5.4 Carbon nanotube systems

The first investigation of spin transport through CNTs was
performed by Tsukagoshi et al.353 in 1999 via the observation
of a hysteretic MR with a maximum resistance change of 9%
switching in FM Co contacted MWNTs. Since then, significant
progress has been made to disclose the spin injection and
transport,354 enhancement of spin injection281 and electric
field controlled spin transport in CNTs.355

SWNTs are more attractive than MWNTs for spin transport
studies due to the increased scattering lengths, well-defined
electronic band structure, enhanced Coulombic interactions
and the possibility of modifying the nanotube resistance with a
capacitively coupled gate.356 The spin transport in ferromagneti-
cally contacted SWNTs has received increasing interests in the last
decade.356 For example, Nagabhirava et al.356–359 have fabricated
and characterized ferromagnetically contacted ‘‘short channel’’
individual SWNT devices, which showed clear hysteretic switching
in the MR and provided strong evidence of spin transport in
SWNTs, Fig. 33. By reducing the transport length separating the
FM contacts to distances on the order of 10 nm, the MR between
+15 and �10% was observed by varying the gate voltage.

Athanasopoulos et al.360 have reported the theoretical GMR results
of SWNTs contacted with FM Ni electrodes. The model of their
consideration is shown in Fig. 34. The L was the clean length of
SWNTs and the Ni atoms were encapsulated along the axis or
located on the surface of SWNTs. The presence of Ni atoms on the
surface or axis of the CNT can induce a significant magnetic
moment on the carbon atoms, which leads to a room temperature
GMR value between 45 and 100% of the anti-aligned conductance.

Ohno et al.361 have reported GMR in the SWNTs contacted with
different FM sources and drain electrodes (Fe and Co, Fig. 35),
which are different from the conventional CNT spin-valve struc-
tures, in which the FM metal electrodes are often the same. The
large GMR value of 20% is obtained in the Co–SWNT–Fe system at
8 K, which is very close to 26% of the theoretical value predicted
by eqn (16):

MR = DR/Rap = (Rap � Rp)/Rap = 2P1P2/(1 + P1P2) (16)

where Rap and Rp are the resistance in the spin anti-parallel
state and the parallel state, respectively, and P1 and P2 are con-
duction electron spin polarizations in the FM metal electrodes 1
and 2, respectively (the CNT spin-valve structures consist of FM
metal electrode 1, CNT and FM electrode 2). The spin polariza-
tion of Co and Fe was 34 and 44%, respectively,362 while only 2%
MR value was observed for the Co–SWNT–Co system.

Meanwhile, the pressure induced MR transition in SWNTs
was observed by Cai et al.363 under the extreme conditions with
a hydrostatic pressure of up to 10 GPa, a low temperature down

Fig. 33 Fabrication of a short-channel nanotube device: (a) and (b); and
hysteretic switching for the MR (c) as a function of magnetic field and (d) for
the gate bias of 1.44 V (the solid (dashed) line corresponds to the positive
(negative) sweep direction). Reprinted with permission from American Institute
of Physics.356

Fig. 34 Armchair carbon nanotubes in contact with FM electrodes: (a) Ni atoms
encapsulated along the axis of a CNT, (b) Ni atoms located on the surface of a
CNT, and (c) the unit cell of a (6,6) CNT with Ni atoms on the surface. Reproduced
by permission of IOP Publishing.360

Fig. 35 Schematic illustration of the SWNT spin-valve structure; the combi-
nation of source and drain electrodes was Au/Au, Co/Co and Co/Fe. Reproduced
by permission of IOP Publishing.361
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to 2 K and a high magnetic field of up to 12 T. The pressure
induced MR transition from positive to negative in the high
field regime was observed to occur from B1.5 GPa, Fig. 36,
which was correlated closely with the tube shape transitions. The
measured magnetic field, temperature and pressure dependent
MR values were consistent with the model of pressure-induced
two-dimensional weak localization (2DWL) as described by
eqn (17).364 This model is possibly dominated by the e–e
scattering between the tubes, which depends on the magnetic
field and pressure through the tube shape distortions.

DGðB;TÞ ¼ GðB;TÞ � Gð0;TÞ ¼ G c
1

2
þ 1

x

� �
þ lnðxÞ

� �
(17)

where DG represents magnetoconductance (MC) in the 2DWL

model, c is the digamma function cðxÞ ¼ d

dx
lnGðxÞ ¼ G0ðxÞ

GðxÞ

� �
,

x = B/BF and BF is the 2DWL theory scaling parameter defined as
BF = �h/4eDtF = �h/4eLF

2, where tF is the phase coherence time, e is
the electron charge, �h = h/2p, h is Planck’s constant and LF is the
phase coherence length related to the inelastic and spin–spin
scattering processes.

Recently, Urdampilleta et al.365 have demonstrated a non-
magnetic supramolecular spin valve consisting of a SWNT
contacted with non-magnetic electrodes and coupled through
supramolecular interactions with bis-phthalocyaninato-terbium(III)
complex (TbPc2) single molecule magnets. Fig. 37 shows the
supramolecular spin valve device. Fig. 37a depicts the molecular
schematic of the single molecule magnets TbPc2; the top of
Fig. 37b shows the atomic force micrograph of the supramolecular
spin valve, which shows that the SWNT lies on a SiO2 surface
supported by a back gate and is connected to the palladium source
and drain electrodes. The Zeeman energy (potential energy of the
magnetized object in an external magnetic field) released by the
molecule during the magnetic moment reversal could modify
the chemical potential of nanotubes. They have found that this
novel supramolecular spin valve exhibited GMR of up to 300%
by reversing the magnetic field at a temperature lower than 1 K.

The innovation of this device gave the potential design of
operable molecular spintronic devices projecting the imple-
mentation of new electrical functionalities, high integration
depth and an alternative fabrication scheme to cost-intensive
lithographic technologies.

There are still lots of research focusing on the GMR effects
in MWNTs. For example, Lee et al.366 have measured both the
MR and differential conductance of MWNTs as a function of
magnetic field. They found that the negative MR mainly origi-
nated from the change in density of the states near the Fermi level
with the magnetic field rather than a quantum interference effect.
Zhao et al.367 have reported the largest spin-coherent transport
effect, which was observed in the MWNTs contacted with FM Co
pads, Fig. 38a. The MR in this system was found to be strongly
bias dependent, increasing with decreasing junction bias, and
achieved a maximum MR value of 30% at a junction bias current
of 1 nA at 4.2 K, Fig. 38b. The spin transport was claimed to be
dominated by the spin dependent tunneling processes at the
Co/MWNT interfaces and affected by the local magnetization.

Krompiewski et al.368 have studied the GMR effect in the
MWNT system with ultra-small diameters consisting of a single
MWNT sandwiched between two FM electrodes, Fig. 39. The
GMR of the contacted MWNTs was found to be very sensitive
to the interwall coupling strength and the inverse GMR was
noticed when all the walls of MWNTs were well coupled to
the electrodes. The negative or positive GMR value strongly

Fig. 36 The field dependent MR at different pressures; the curves from 1.5 to
3.5 GPa show the transition region. Reprinted with permission from the American
Physical Society. Reprinted with permission from the American Physical Society.363

Fig. 37 Supramolecular spin-valve device (a) molecular schematic of the TbPc2

quantum nanomagnet; (b) top: atomic force micrograph of the supramolecular
spin valve; and bottom: scheme of the supramolecular spin-valve architecture.
Reprinted with permission from the Nature Publishing Group.365

Fig. 38 (a) SEM microstructure of a Co-contacted MWCNT device. The two Co
contacts (distance B200 nm) cover the ends of the nanotube (diameter B20 nm); (b)
MR ratio vs. junction bias current for positive and negative magnetic field sweeping
directions. Reprinted with permission from American Institute of Physics.367
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depended on whether the MWNTs contacted the electrodes or
not. If the inner nanotubes did not contact any one of the
electrodes, the GMR value remained positive even for the
relatively strong interwall interactions regardless of the outer
nanotube length.

5.5 Conductive polymer and nanocomposite (PNC) systems

Spin transport works better in polymers than that in small
molecules due to their conjugation over an extended chain
compared with small molecules.369 Therefore, more GMR
studies have focused on the conductive polymer systems. Both
positive and negative GMR effects have been observed in
conductive polymers and their nanocomposites. Generally,
the large and positive GMR is shown in the lower temperature
range and decreases with increasing temperature, and some-
times the GMR may change from positive to negative. For
instance, large GMR (80%) was obtained in PEDOT/PSS when
temperature was below 4.2 K and the GMR was proportional to
H2 (H is the magnetic field strength) in weak magnetic field.370

With increasing temperature, the value of GMR of polyaniline
(PANI)–camphor sulfonic acid (CSA) and polypyrrole (PPy)
doped with hexafluorophosphate (PF6) displayed a transition
from positive to negative within the H range from 2 to 8 T.186

And as a function of H, the GMR will increase with increasing
H, and the value of ln[R(H)/R(0)] is linear with H2 and H1/3 in the
weak and the strong field, respectively.191 The GMR can also be
observed in the electrodeposited conductive polymer substrates.

For example, Yan et al.371 have described a simple method to
prepare the GMR multilayers consisting of Co (2 nm), Cu (3 nm)
and conductive PPy (substrate, thickness 5 mm) using the
electrodeposition method. The GMR value of around 4% was
observed at room temperature.

Long et al.187 have studied the GMR of PANI and PPy
nanotube/wire pellets and the single PANI nanotube/wire; a
transition from small negative MR to large positive MR was
observed in both cases. The positive GMR is associated with the
electron hopping transportation and explained using the wave
function model. It is suggested that the external magnetic field
will contact the overlap of wave functions and cause the
required average hopping length to extend, or the hopping
length of the electron is decreased, thus the hopping prob-
ability of the electron will decrease causing an increased
resistance.370 The negative GMR is discussed with the quantum
interference effect among possible hopping paths, in which the
magnetic field creates a dephasing time (in which coherence
between two quantum states in samples decays372) and GMR is
proportional to �Hx�T�y, where x and y have a constant value
with specific dimension VRH.191 Interestingly, the single PANI
nanotube was used to clarify the origin of the MR in the bulk
pellet samples and it was observed that the MR in the single
PANI nanotube (2.5% at 2 K) was much smaller than that of the
PANI nanotube pellet (91% at 3 K). The evident MR transition
from negative to positive was not observed in the single PANI
nanotubes either. The huge difference between single PANI
nanotube and PANI nanotube pellets is related to the inter-
fibril contact in the network of pellets; the single nanotube has
a larger hopping length than that of pellet samples, thus the
wave-function shrinkage effect and quantum interference effect
on single nanotubes are weaker than those on pellets.187

Majumdar et al.369 have prepared a polymeric spin valve using
LSMO as the bottom electrode and regioregular poly(3-hexylthio-
phene) (RRP3HT) as the nonmagnetic spacer capped with a Co
top electrode. The polymeric material RRP3HT-based spin valve
was found to show excellent MR (80%) at 5 K, Fig. 40a, and about
1.5% MR at room temperature, Fig. 40b. Hexamethyldisilazane
(HMDS) and dichloro-methyl-octadecylsilane (ODTS) monolayers
have been coated as an additional interface between LSMO and
RRP3HT and a dramatic decrease in MR at 5 K (MR values were
20%, 0 for the devices containing HMDS and ODTS, respectively)

Fig. 39 View of the (2,2)@(6,6) CNTs sandwiched between two fcc(111) leads
and details of the contact region. Reprinted with permission from the American
Physical Society.368

Fig. 40 (a) MR of three different devices at 5 K. Device A: RRP3HT on the top of LSMO; Device B: HMDS-RRP3HT; Device C: ODTS-RRP3HT. (b) MR of device A at 300 K.
Reprinted with permission from American Institute of Physics.369
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was observed. The results have indicated that the spin/charge
was injected from the bottom LSMO electrode and transferred
through the conjugated polymer spacer. The decreased MR
arose from the destroyed spin injection by the monolayers
(HMDS and ODTS).

Besides temperature and magnetic field strength, GMR can
also be affected by other parameters. The GMR in the PNC
systems also depends on the loading of fillers. For example, the
GMR of the CNTs–PANI composites was negative in 10 K and
decreased with increasing CNT loading, the reduction of GMR
was associated with the long 1-D localization length of CNTs.193

However, in the PANI–PMMA (poly(methyl methacrylate))
blends, the GMR was positive and had a larger value at lower
PANI concentration.373 Rakhimov et al.374 have mechanochemically
prepared PANI, polystyrene (PS), manganese(II)acetylacetonate
(Mn(Acac)2), lanthanum(III)chloride hexahydrate (LaCl3�6H2O),
praseodymium(III)chloride hexahydrate (PrCl3�6H2O) and element
sulfur (S) polymeric composites with a component ratio
of (LaCl3�6H2O) : (PrCl3�6H2O) : (Mn(Acac)2) : (PANI) : (PS) : (S) =
0.1 : 0.1 : 0.15 : 0.35 : 0.1 : 0.2, and the GMR value range was from
300 to 1800% within various times (0–250 s) at a magnetic field
of 6000 Oe and ambient temperature. This GMR value was
strongly dependent on the element S and was not observed in
the composite material without element S. The S could cross-link
with the aromatic chains of PS and PANI during mechano-
chemical treatment and the obtained composite material in
the presence of manganese ions could provide a physical basis
for the GMR effect. Gupta et al.375 have synthesized the PANI
nanotubes–LSMO composites using the two-step method
(a pyrophoric reaction process to prepare LSMO and in situ
chemical oxidative polymerization to synthesize PANI). A
remarkable negative GMR (up to 73%) was obtained in the PANI
nanotubes–LSMO composites at 77 K and H = 3 kG (kgauss,
10 kG = 1 T). The GMR value was found to increase with
increasing percentage of LSMO nanoparticles in the composites
and showed the temperature and magnetic field dependent
properties. The observed GMR was attributed to two factors:
one is the suppression of spin fluctuation RINT(H) (for the
itinerant electrons,376 the statistical fluctuation of the magnetic
moment or spin density, instead of spin wave, is applicable) and
the other one is the spin-polarized tunneling RSPT(H). Interest-
ingly, they used eqn (18)–(20)377 to separate the part of MRINT

and MRSPT from the MR to see the main contribution to the
temperature dependence; these equations describe the magnetic
field dependent MR by taking into account the gradual slippage of
domain walls (domain boundaries378) across the grain-boundary
pinning centers at an applied magnetic field:

MR ¼ �A0
Z H

0

f ðkÞ dk� JH � kH3 (18)

f (k) = A exp(�Bk2) + Ck2 exp(�Dk2) (19)

MRSPT ¼ �
Z H

0

f ðkÞdk (20)

where k represents the pinning strength (the minimum field
needed to overcome a particular pinning barrier) of the domain

boundaries pinned as the grain-boundary pinning centers in
the zero magnetic field, A, B, C, D and J with A0 absorbed in
A and C are the fitting parameters at the measured tempera-
ture, f (k) is the distribution of pinning strengths for the grain
boundaries. After fitting the experimental results, it was found
that the temperature dependent MR is mainly attributed to the
spin-polarized tunneling because the separated MRSPT part
rapidly decreases with increasing temperature and exhibits
the same trend with MR properties.

Recently, the GMR effect in other PANI PNCs has been
reported.8,9,379 For example, the PANI–Fe3O4 PNCs, PANI PNCs
with different carbon nanostructures and PANI–BaTiO3 PNCs
have been fabricated using the surface initiated polymerization
(SIP) method. In the PANI–Fe3O4 PNC system, 53 and 95% GMR
were obtained, respectively, in pure PANI and its PNCs with a
loading of 30 wt% Fe3O4 nanoparticles at room temperature,
Fig. 41.8

In the PANI PNC system with different carbon nanostruc-
tures, the small negative MR (o1%) for all the samples was
observed at 130 K, Fig. 42a and c, and significantly larger
positive MR (15–30%) was observed at 290 K, Fig. 42b and d.
The large difference in the MR behavior indicates different
electron transport modes at 130 and 290 K, respectively. The
quantum interference effect among many possible paths in the
magnetic field was used to explain the negative MR at low
temperature.380 The higher GMR at room temperature was
observed in the PANI PNCs with 5% loading of graphene than
that in the PANI PNCs with the same loading of 1D filler (CNTs
and carbon nanofibers (CNFs)) due to the p–p stacking-induced
efficient electron transport at the PANI/graphene interface,
Fig. 42d.9 In the PANI–BaTiO3 PNC system,379 the highest
GMR was observed in the PANI PNCs with a BaTiO3 loading
of 20.0 wt% prepared with physical mixture of PANI and
BaTiO3. The PANI coated BaTiO3 PNCs had a lower GMR value
even than pure PANI due to the introduction of BaTiO3, which
reduced the function of magnetic field on the contraction of the
electronic wave function at impurity centers.

Fig. 41 MR of pure PANI and 30 wt% PANI–Fe3O4 nanocomposites at T = 290 K.
Reprinted with permission from Elsevier.8
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5.6 Other molecular systems

The GMR phenomenon has also been studied in other organic
systems. For example, Schmaus et al.381 have demonstrated
the GMR across a single molecule, a nonmagnetic hydrogen
phthalocyanine molecule, contacted by a FM tip of a scanning
tunneling microscope. The measured GMR value reached up to
60%. Sugawara et al.382 have reported a detailed description of
the first molecule-based pp–pp spin-transportation coexisting
system of conductivity and magnetism without inorganic mag-
netic ions, which is through the spin-polarized donor (ESBN)
(structure shown in Fig. 43a), a diselena-analogue of the tetra-
thiafulvalene (TTF)-based carrying the functional group of
nitronyl nitroxide (NN). They have described the electronic
structure of the spin-polarized donor (ESBN). The coefficients
of the singly occupied molecular orbital (SOMO) were localized
on the NN group, while those of the HOMO were spreaded over
the entire molecule, extending to the NN group. Thus, the
sufficient exchange interactions between the p spins in the
SOMO and the HOMO can be guaranteed due to the space-
sharing nature. Under an exchange field from the p-localized
spin in the SOMO, the p electrons in the HOMO become
the down spin (b) and the electrons in the SOMO become up
spin (a), Fig. 43b.

In addition, the ion-radical salt of a spin-polarized donor,
(ESBN)2ClO4, was found to exhibit a negative GMR phenom-
enon of 70% at 2 K under a magnetic field of 9 T in spite of the
absence of metal ions, Fig. 44. When a magnetic field was
applied to the molecular system, most of the localized spins

were believed to be aligned to suppress the scattering of
electrons, causing the GMR effect.

Fig. 42 MR behavior of pure PANI and its PNCs as a function of Gra-10 (graphene) loading at (a) 130 and (b) 290 K; MR behavior of the PNCs filled with 5% weight
loading of different carbon nanostructures at (c) 130 and (d) 290 K. Reprinted from American Chemical Society.9

Fig. 43 Schematic of (a) the generation of ground-state triplet cation-diradical species
of ESBN upon a one electron redox process at the donor moiety, and (b) the space
sharing nature of HOMO0 and SOMO. HOMO0 is derived from one-electron oxidation of
the HOMO. Reprinted with permission from American Institute of Physics.382
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Sugawara et al.383 have also prepared another donor radical,
consisting of a dibrominated benzo-TTF containing a nitronyl
nitroxide (NN) group, 2-[2-(4,5-dibromo-[1,3]dithiol-2-ylidene)-
1,3-benzodithiol-5-yl]4,4,5,5-tetramethylimidazoline-3-oxide-1-oxyl
(BTBN), Fig. 45. The purpose of introducing two bromine atoms
into the dithiole ring is to strengthen the intermolecular
interactions within its crystal.384,385 BTBN was found to be
conductive upon hole injection from electrodes even at low
temperatures. Meanwhile, BTBN was found to exhibit a nega-
tive GMR of 76% at 2 K under an applied magnetic field of 5 T.

Dediu et al.6 have reported a strong MR of up to 30% in
sexithienyl (T6, a p-conjugated rigid-rod oligomer) with its
structure shown in Fig. 46 under an applied magnetic field by

using LSMO electrodes at room temperature, Fig. 47, which was
recognized as the first communication on spin injection in
OSCs. The spin diffusion length in T6 is about 200 nm at room
temperature. From the obtained results, the interface between
LSMO and OSC was regarded as very different from the
interface between the metal and the epitaxial inorganic semi-
conductor, where the chemical potential continuity of carriers
played the strong selection rules on spin transfer.289 The spin–
orbit interaction and hyperfine interaction are thought to
follow the very important spin-flip mechanism. The wave func-
tions for the delocalized p-orbitals in a p-conjugated oligomer
had zero amplitude on the nucleus sites, which minimizes the
effect of hyperfine interaction. The spin scattering on thermal
phonons was considered to be an important process for the
spin-flip effect.386

Ikegami et al.387 have prepared the planar-type sandwich
structures composed of low-molecular weight OSCs including
pentacene, Fig. 48a, and bis(1,2,5-thiadiazolo)-p-quinobis-
(1,3-dithiole) (BTQBT), Fig. 48b, with LSMO electrodes. The
schematic structure is shown in Fig. 48c. The pentacene-based
device with a gap of 200 nm electrodes exhibited a MR value of
about 6% at 5.3 K, Fig. 49a, while the BTQBT-based device with
200 nm gap electrodes exhibited a MR value of 8.8% and the
same device with a gap spacing of 50 nm exhibited a MR value
of 29%, Fig. 49b and c. The MR value was observed to depend
on the applied bias voltage, temperature, gap spacing of the
electrodes, and crystallinity of the BTQBT film. The MR value
was also observed to be affected by the gas adsorption onto the
films. After left in dry air for 3 h, the MR value of the BTQBT-
based device decreased from 6.5% (as-prepared device, 50 K) to
1.2% (after exposure to air), indicating that the spins were
scattered by holes in the films generated through charge
transfer from gas molecules.

6. Mechanisms of the OMAR effect in the
molecular systems

The mechanisms of OMAR are still open for discussion;388 most
research on OMAR is based on the spin–orbit coupling and
hyperfine interaction. For example, Sheng et al.389 have
explored the hyperfine interaction caused OMAR effect
using both experimental data and the theoretical model

Fig. 44 Magnetic field dependent MR of (ESBN)2ClO4 at various temperatures
at a bias voltage of 7 V. Reprinted with permission from American Institute of
Physics.382

Fig. 45 Crystal structure of BTBN: (a) structural formula of BTBN; (b) molecular
arrangement viewed along the c axis; and (c) columnar stack along the c axis.
Reprinted with permission from American Chemical Society.383

Fig. 46 The structure of T6.

Fig. 47 (a) The schematic of the LSMO–T6–LSMO spin-valve device and (b) the
detected MR as a function of magnetic field. The thickness of LSMO film is
100 nm and T6 film thickness is 100 nm. Reprinted with permission from Elsevier.6
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(excitonic pair mechanism model) and the results show that the
GMR data can be well fitted with the empirical law of OMAR as
shown in eqn (21):389

DI
I
/ H2

jHj þH0ð Þ2
ðfor non-Lorentzian line shapeÞ

or

DI
I
/ H2

H2 þH0
2ð Þ ðfor Lorentzian line shapeÞ (21)

where DI/I is the magnetoconductance ratio, I is the current,
DI is the change in current, H is the magnetic field and H0 is the
characteristic magnetic field. H0 is the half width at half
maximum in the case of the Lorentzian and the half width at
quarter maximum in the case of the non-Lorentzian line shape.14

The selection of model type is dependent on the materials; for
example, the PEDOT–polyfluorene–Ca system obeys non-Lorentzian
line shape and the PEDOT–regioregular poly(3-hexylthiophene)
(RRP3HT)–Ca system obeys Lorentzian line shape.14 The common
models to explain the OMAR effect in the organic systems are
excitonic pair mechanism model, electron–hole (e–h) recombina-
tion model, bipolaron model, forward interference model and wave-
function shrinkage model. These are detailed as follows.

6.1 Excitonic pair mechanism model

The excitonic pair mechanism model is an example of the spin-
dependent effect involving a negative polaron and a positive
polaron.389 In this model, electrons and holes are injected from
the cathode and anode into the material and form negative and
positive polarons, respectively. When the distance between them
is larger than the Coulomb capture radius rc (rc = e2/4pe0erkBT,
defined as the distance at which the Coulomb attraction energy is

equal to the thermal energy, kBT390), the electrons and holes are
considered as free charge carriers. However, when the separation
distance becomes less than rc, they will form bound polaron pairs
and the pair may further become exciton. There are four kinds of
excitons in the material; 1PP is singlet spin pair and 3PP0, 3PP+,
3PP� are three kinds of triplet spin pairs, where the superscript
(subscript) represents the multiplicity (spin injection). The multi-
plicity of PPs changes with time because of the spin dynamics
induced by the hyperfine interaction, which is the basic idea of
the excitonic pair mechanism model. The schematic energy level
diagram for the simplest possible pair mechanism model is
shown in Fig. 50. There are three different species in this
diagram: (i) free charges with population C, (ii) polaron pairs
PPs and (iii) singlet (Se) and triplet (Te) excitons with large
exchange interaction J. The simplified rate equation (neglect
the upward transitions, dashed arrows in Fig. 50) is obtained

Fig. 48 Molecular structure of (a) pentacene and (b) BTQBT; and (c) schematic illustration of LSMO electrodes (1 mm � 0.5 mm � 100 nm) prepared on MgO.
Reprinted with permission from American Institute of Physics.387

Fig. 49 MR of (a) pentacene-based device (5.3 K, 0.1 V, 200 nm gap), (b) BTQBT-based device (10 K, 0.1 V, 200 nm gap), and (c) BTQBT-based device (9.1 K, 0.1 V,
50 nm gap). Reprinted with permission from American Institute of Physics.387

Fig. 50 Schematic energy level diagram of the simplest possible pair mechanism
model. Se and Te are the singlet and triplet excitons, respectively. J represents the
large exchange interaction and Gs is the ground state. Reprinted with permission
from American Institute of Physics.389
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as eqn (24) by calculation of various rate equations shown in
eqn (22) and (23):389

Gc þ kPC
Xi

PP
� �

� kCPC ¼ 0 (22)

1

4
kCPC þ kHF0

3PP0 � 1PP
� �

þ kHF
3PPþ � 1PP
� �

þ kHF
3PP� � 1PP
� �

� kPC þ kPSð Þ1PP ¼ 0

(23)

DI
I
¼ Z1

kPC

kPT
ð1� rÞ2

4
kPC

kPT
þ rþ 3

� �
kPC

kPT
ðrþ 3Þ þ 2ðrþ 1Þ

� � (24)

where C represents free charges, Gc is the generation rate for C,
kPC is the transition rate constant from iPP to C, kCP is the
opposite transition process rate constant, kHF0

and kHF is the
transition rate constant from 1PP to 3PP0 and to 3PP+ or 3PP�,
respectively (1PP is isoenergetic to 3PP0), kPS and kPT are the
transition rate constants from 1PP to singlet excitons and 3PP0,
3PP+, 3PP� to triplet excitons, respectively, r � kPS/kPT, and Z1 is
the fraction of the injected carriers which form the electron–
hole pairs. Although, from eqn (24), the transition rate change
caused by adding the magnetic field is known to cause the
current change, DI/I is always positive in this model, it cannot
explain the phenomenon that both positive and negative GMR
effects are observed.

6.2 Electron–hole (e–h) recombination model

Prigodin et al.391 have investigated the large MR mechanism to
explain the anomalous MR in the thin films of OSC Alq3 doped
with the complex of 2,3,7,8,12,13,17,18-octaethyl-21H,23H-
porphine platinum (PtOEP) and tris(2-phenylpyridine)iridium
(Ir(ppy)3) based on the charge transport being electron–hole
(e–h) recombination in the chemical reaction with radicals as
‘‘chemically induced dynamic spin polarization’’. The process
of e–h recombination includes formation of correlated e–h
pairs and annihilation of e–h pairs with different spin inter-
conversion of e–h pairs.391 Of the parameters influencing the
electrical current density, J, the e–h recombination rate (b) is
suggested to be the most sensitive to changes in an applied
magnetic field H. Assuming that the relative modulation of b(H)
and the respective modulation of J(b) with the magnetic field
are small, the MR can be described as eqn (25):391

MR ¼ Jð0Þ
JðHÞ � 1 ¼ c 1� bð0Þ

bðHÞ

� �
(25a)

c ¼ � b
JðbÞ

� �
dJ

db
¼ �d ln J

d lnb


H¼0

(25b)

where the factor c is dependent on b. For the space-charge-
limited transport, Parmenter and Ruppel392 have found the
exact solution as described by eqn (26):

J ¼ 3

2

� �
pee0ermpmn mp þ mn

� �
b

" #1=2
V2

L3

� �
(26)

where, mn and mp represent the effective mobilities of the
injected electrons and holes, respectively. V is the voltage drop
across the semiconductor film of thickness L, e0 stands for the
dielectric constant of vacuum and er is the relative dielectric
constant of the semiconductor.

The e–h recombination process was claimed to pass through
an intermediate state, which represents a coupled state of
electrons and holes; in the following, b is assumed to be the
corresponding formation rate constant of the e–h pair forms.391

The e–h pair may either dissociate or recombine. The rate
constants of recombination for singlet and triplet e–h pairs
are ks and kt, respectively, which depends on their corresponding
spin state, while qs and qt represent the rate of dissociation for
the singlet and the triplet state, respectively, Fig. 51. The b in
eqn (25) and (26) can be described as eqn (27):

b ¼ b
1

4

� �
ks

ks þ qs
þ 3

4

� �
kt

kt þ qt

� �
(27)

The coefficients for each term in square-brackets of eqn (27)
are the relative ratio between singlets and triplets for an
uncorrelated distribution of spins for injected electrons and
holes. All the four spin states are expected to stay equally
occupied at any time, and the b is defined by eqn (28):391

bð0Þ ¼ bðks þ 3ktÞ
ks þ 3kt þ qs þ 3qt

(28)

For the strong magnetic fields, the b is expressed by
eqn (29):391

bð1Þ ¼ b
1

2

� �
ks þ kt

ks þ kt þ qs þ qt
þ 1

2

� �
kt

kt þ qt

� �
(29)

substituting eqn (28) and (29) into eqn (25) and (26) and
rearranging, the saturation magnetoresistance, MRsat, is defined
by eqn (30):

MRsat ¼ �
1

2

� �
ks þ qs � kt � qtð Þ ksqt � ktqsð Þ

kt þ qtð Þ ks þ 3kt þ qs þ 3qtð Þ ks þ kt þ qs þ qtð Þ
(30)

Fig. 51 Schematic illustration of the process of (i) formation of intermediate
electron–hole pairs and, the subsequent processes of (ii) dissociation or (iii)
recombination. Emission of a photon or a phonon of energy hn resulted from
recombination. Reprinted with permission from Elsevier.391
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when ks = kt = k, eqn (30) becomes eqn (31):

MRsat ¼
1

2

� �
k qs � qtð Þ2

kþ qtð Þ 4kþ qs þ 3qtð Þ 2kþ qs þ qtð Þ (31)

The positive MR in eqn (31) illustrates that the recombination
rates of the singlet and the triplet are equal and the dissociation
rates are different. The splitting of the triplet channels by
magnetic fields results in a slow e–h recombination.

With an assumption that the dissociation rate constant does
not show strong spin dependence and the fastest process is the
singlet recombination, eqn (31) is simplified to be:

MRsat ¼ �
1

2

� �
qt

kt þ qt
(32)

eqn (32) shows a negative magnetoresistance.

6.3 Bipolaron model

The former two models are discussed based on the exciton
pairs and polarons of electron–hole pairs, however, when
exploring the mechanism of GMR, the bipolaron (two positive
or two negative charges combined together) is another kind of
mechanism being studied.393 In the bipolaron model, the
magnetic field reduces the rate of bipolaron formation from
the e–e or h–h pairs, which can lead to an increase or decrease
of the current.388 This model is applied to explore the MR
in disordered p-conjugated materials based on hopping of
polarons and bipolaron formation in the presence of the
random hyperfine fields (the hyperfine field is an important
probe of the magnetism of the solids394) of the hydrogen nuclei
and an external magnetic field. The basic idea of this model is
that bipolarons only occur as spin singlets and two polarons
having the same spin component along a common quantiza-
tion axis, which have zero singlet probability, cannot form a
bipolaron. In this model, the probability of bipolaron for-
mation is presented by eqn (33):395

pb ¼
re!a

rb!e
f ðHÞp (33)

where f (H) = [PPPAP + 1/(4b)]/[PPPAP + 1/(2b) + 1/b2], b � ra-b/ra-e

is the branching ratio, PAPra-b and PPra-b are the rates of a
polaron hopping to the b site from an a site next to it, re-a is
the rate of a polaron hopping from the environment to a, rb-e

is the rate of a polaron hopping from b to the environment,
p is a measure for the average number of polarons in the
environment, p = 1

4 � Si�Sj/�h
2 is the singlet probability,

H is the magnetic field, when H = 0, P = 1/4, and for large
field PP = 0 and PAP = 1/2, Si,j are the classical spin vectors
pointing along Htotal,i,j, and �h = h/2p, where h is Planck’s
constant.

The relationship between f (H) and the experimental result is
reproduced by simulation of the model. In addition, this
mechanism can explain both negative and positive MR by
varying model parameters. In the bipolaron model, the positive
MR (or negative magnetoconductance) is associated with the
blocking of electron transport through bipolaron states; the
negative MR (or positive magnetoconductance) is caused by

the increase in polaron population at the expense of bipolarons
with increasing H.

6.4 Forward interference model and wave-function
shrinkage model

The forward interference model and wave-function shrinkage
model are often used to describe the MR of highly disorderedly,
localized systems in the VRH regime.396 In the forward inter-
ference model, the effect of interference among various hopping
paths was considered, where the hopping paths include sequence
of scattering of tunneling electrons by the impurities located
within a cigar-shaped domain of length Rh (hopping distance)
and width (Rha0)1/2 (a0 is the localization length) between hopping
sites. The anisotropy of the magnetic susceptibility is commonly
described by comparing susceptibility values in three mutually
perpendicular directions: K1 = maximum susceptibility; K2 =
intermediate susceptibility; K3 = minimum susceptibility, which can
express the magnetic susceptibility ellipsoid. When K1 = K2 = K3, the
ellipsoid is spherical; when K1 E K2, but K2 > K3, the ellipsoid
is oblate (flattened); when K1 > K2, the ellipsoid is prolate (cigar-
shaped).397 After averaging numerically the logarithm of the
conductivity over many different possible paths in the presence
of a magnetic field, a linear negative MR was obtained in the
low magnetic field limit. Later on, a quadratic negative MR at
small magnetic fields, which saturates at high magnetic fields,
was observed.380 Actually, the linear MR was often seen in the
low magnetic field and the quadratic MR was only occasionally
observed in some samples at a very weak magnetic field. Thus, the
resistance ratio caused by interference effects, r = R(H,T)/R(0,T),
is expressed approximately by empirical equation(34) (which
neglects the quadratic term in H):398

rforward E 1/{1 + Csat[H/Hsat]/[1 + H/Hsat]} (34)

where the fitting Csat is the saturation constant and the fitting
Hsat is the effective saturation magnetic field. For the Mott VRH
case, they are given by eqn (35):396

Hsat � 0:7
8

3

� �3=2
1

a02

� �
h

e

� �
T

TMott

� �3=8

(35)

where h is Planck’s constant, e is the electron charge and TMott

is the Mott characteristic temperature. In the low-field limit,
eqn (34) becomes eqn (36):

rforward E 1 � Csat[H/Hsat] (36)

i.e., eqn (37):

DRðH;TÞ
Rð0;TÞ ¼

RðH;TÞ � Rð0;TÞ
Rð0;TÞ � �Csat H=Hsat½ 	 (37)

In the wave-function shrinkage model, the contraction of the
electronic wave function at impurity centers in the magnetic
field leads to a reduction in the hopping probability between two
sites causing a positive MR. The r is described as eqn (38):396

rwave = exp{xC(0)[xC(H)/xC(0) � 1]} (38)

where xC(0) = (TMott/T)1/4 for the 3-D Mott VRH case, xC(H)/xC(0)
is the normalized hopping probability parameter as a function
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of H/Pc for Mott. Pc is the fitting parameter given by eqn (39) for
the Mott VRH case:

Pc = 6�h/[ea0
2(TMott/T)1/4] (39)

where e is the electron charge, �h = h/2p, h is Planck’s constant
and TMott is the Mott characteristic temperature. In the low-
field limit, eqn (38) is simplified to eqn (40):

rwave � 1þ t2
H2

PC
2

TMott

T

� �1=4

(40)

i.e., eqn (41):

DRðH;TÞ
Rð0;TÞ � t2

H2

PC
2

TMott

T

� �1=4

(41)

where the numerical constant t2 E 5/2016.
These two theoretical models are often used together to

explain the MR transition from negative at a low field to
positive at a high field. Then the total MR ratio should be
written as eqn (42):

rtotal = exp{xC(0)[xC(H)/xC(0) � 1]}

+ 1/{1 + Csat[H/Hsat]/[1 + H/Hsat]} � 1 (42)

The last term, �1, is to assure that the rtotal is equal to 1 when
H = 0. These two models can be used in both metallic
systems396 and non-metallic systems.399

7. Applications of GMR in the molecular
systems

Recently, the GMR effect has been used in many technological
fields and commercial products including read heads in hard
disks and magnetic sensors.35 Compared with the inorganic
GMR devices, the GMR effect in molecular devices has attracted
considerable attention in the last decade due to the funda-
mental advantages of these materials including low production
cost, light weight, large area coverage, relatively easy process-
ability, mechanical flexibility and compatibility with plastic
substrates.176,400 Molecular devices with the GMR effect have
great potential to be used in the near future in magnetic read
heads (measuring the magnetic fringe field created by the
magnetized regions on the tracks (bit)), MRAM,401 magnetic
sensors21 and may replace inorganic materials in these flexible
and inexpensive niche applications.402 However, there have
been only few applications based on the non-metallic molecular
devices so far due to the novelty of this field.

For example, a schematic structure of the memory device
composed of a highly spin-polarized LSMO (bottom) and Co
(top) sandwiched with an organic layer (Alq3) is depicted in
Fig. 52a.401 The use of this structure in the memory device is
particularly noteworthy. Fig. 52b shows the switching effect of
this memory device. The top panel is for the voltage and the
bottom panel is for the current of this device. In the memory
process, the writing (W), erasing (E) and reading (R) voltages
were set to 2, �2 and 1.25 V, respectively. The current reached a
value of 20 mA (high conductance, ‘‘ON’’) according to the

writing (W) voltage of 2 V and maintained during the sub-
sequent reading (R) voltage of 1.25 V, then remained in the low
conductance value, ‘‘OFF’’, for the new reading process after
the erasing (E) voltage of �2 V. The experiment confirmed that
this cycle could be repeated for up to 6000 s (about 600 cycles)
without any degradation sign in the effect.

Graphene nanoribbon-based spin transistor devices have
also been proposed in the GMR spintronic applications.403–405

Fig. 53 shows the schematic configuration of two terminal
zigzag graphene nanoribbon (ZGNR) based-spin diodes.406 An
external magnetic field is employed to manipulate the magne-
tization of the left and the right ZGNR electrode (ML and MR).
ML and MR can be set at 1 (magnetization along the +y
direction), 0 (nonmagnetic), or �1 (magnetization along the
�y direction). The current flow along the z or the �z direction,
which corresponds to a positive or negative applied bias
voltage, respectively, is denoted as the + or � direction. This
device functions as a bias-controlled bipolar spin diode, where
only spin-down electrons are allowed to pass through the device
when a positive bias is applied and only spin-up electrons
transport through the device under a negative bias.

GMR was observed in organic spin valves, composed of
p-conjugated polymer, poly(dioctyloxy)phenylvinylene (DOO-PPV),

Fig. 52 (a) Scheme of the memory device and (b) the switching effect for this
memory device. Reprint permission from John Wiley and Sons.401

Fig. 53 Schematic of ZGNRs-based bipolar spin diodes of (a) under a positive
bias where only spin-down electrons transport through devices and (b) under a
negative bias where only spin-up electrons are allowed to transport from left to
right. The inset represents the circuit diagram of this bias-controlled bipolar spin
diode. Reprinted with permission from the American Physical Society.406
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at T = 10 K and V = 10 mV, and the MR can reach almost 20%
with a sharp GMR response which indicates the potential
applications in the room temperature operation field.407 An
organic GMR of about 10% observed in the research of
poly(dialkylfluorene) at a magnetic field of 10 mT at room
temperature shows potential to be applied in MRAM and spin
OLEDs fields.408 Magnetic molecules, i.e., polyoxometalate,
[PMo12O40(VO)2]q�, which consist of a central mixed-valence
core based on the [PMo12O40] Keggin unit and capped by two
vanadyl groups containing two localized spins, have promising
potentials for quantum computing.409

8. Conclusion, challenges and perspectives

In this paper, the classifications of the MR effects, electrical
conduction mechanisms in the materials without and with
magnetic field, and the up-to-date knowledge of the GMR effect
in the molecular systems including Alq3, rubrene, CNTs, gra-
phene, conductive polymers and other systems have been
reviewed. The mechanisms of OMAR effect including excitonic
pair model, electron–hole recombination model, bipolaron
model, forward interference model and wave-function shrink-
age model are discussed as well. The possible applications of
molecular GMR systems in memory devices, spin transistors,
spin OLEDs and quantum computing have been described.
A comprehensive summary of the GMR effect in the molecular
systems with relevant literature references has been presented
for the first time.

However, there are still challenges for wide potential appli-
cations of these molecular GMR systems, especially for the
OMAR systems. The observed GMR is still controversial and the
understanding of spin injection and transport in the OSC layer
is still not clear due to the lack of comprehensive device
characteristic study.175 In addition, the temperature dependent
GMR effect in the organic system is a crucial and puzzling
problem.11 Since the GMR in the organic system is often
obtained at low temperatures (GMR decreases with increasing
temperature),121,302,410,411 the room temperature GMR signal is
still too weak to be useful for the practical applications. Thus it
is still difficult to achieve room temperature operation. To
obtain the high value of GMR at room temperature is the
challenge for the current researchers. The physical process of
the spintronic devices is strongly controlled by the interface
properties, thus a considerable improvement of the interfaces
for the multilayer device to achieve the efficient spin injection
is a better way to solve this problem. Meanwhile, the develop-
ment of a new single molecular system to make the spin
injection and transport easier is another trend for the future.
Even though the molecular systems with suitable performance
have been realized on the lab-scale, to find large-scale practical
use remains the most challenging for the current researchers.
Another potential candidate is the conductive polymer based
nanocomposites, which have shown strong enough MR signals
comparable to the metallic counterparts. The polymer nano-
composites with a larger signal and higher sensitivity especially at
a low magnetic field need the knowledge of hosting conductive

polymer materials and nanofillers including both the semi-
conductive oxides and FM metals with fairly high magneti-
zation. Their synergistic interactions upon the electron
transport within the hybrid systems are demanding for GMR
design as well.
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54 A. W. Rushforth, K. Výborný, C. S. King, K. W. Edmonds,

R. P. Campion, C. T. Foxon, J. Wunderlich, A. C. Irvine,
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J. M. J. Fréchet and D. Poulikakos, Nanotechnology, 2007,
18, 345202.

164 V. P. Verma, S. Das, I. Lahiri and W. Choi, Appl. Phys. Lett.,
2010, 96, 203108.

165 G. Giri, E. Verploegen, S. C. B. Mannsfeld, S. Atahan-
Evrenk, D. H. Kim, S. Y. Lee, H. A. Becerril, A. Aspuru-
Guzik, M. F. Toney and Z. Bao, Nature, 2011, 480,
504–508.

166 M. Irimia-Vladu, N. S. Sariciftci and S. Bauer, J. Mater.
Chem., 2011, 21, 1350–1361.

167 Y. Zhang, J. Ren, G. Hu and S. Xie, Org. Electron., 2008, 9,
687–691.

168 I. D. W. Samuel and G. A. Turnbull, Chem. Rev., 2007, 107,
1272–1295.

169 Z. G. Yu, M. A. Berding and S. Krishnamurthy, Phys. Rev. B:
Condens. Matter Mater. Phys., 2005, 71, 060408.

170 S. J. Xie, K. H. Ahn, D. L. Smith, A. R. Bishop and A. Saxena,
Phys. Rev. B: Condens. Matter Mater. Phys., 2003, 67,
125202.

171 Y. Zhang, Y.-W. Tan, H. L. Stormer and P. Kim, Nature,
2005, 438, 201–204.

172 P. A. Bobbert, W. Wagemans, F. W. A. van Oost,
B. Koopmans and M. Wohlgenannt, Phys. Rev. Lett.,
2009, 102, 156604.

173 D. S. McClure, J. Chem. Phys., 1952, 20, 682.
174 V. A. Dediu, L. E. Hueso, I. Bergenti and C. Taliani, Nat.

Mater., 2009, 8, 707–716.
175 G. Szulczewski, S. Sanvito and M. Coey, Nat. Mater., 2009,

8, 693–695.
176 I. Bergenti, V. Dediu, M. Prezioso and A. Riminucci, Philos.

Trans. R. Soc., A, 2011, 369, 3054–3068.
177 C. H. Marrows and B. J. Hickey, Philos. Trans. R. Soc., A,

2011, 369, 3027–3036.
178 P. P. Ruden and D. L. Smith, J. Appl. Phys., 2004, 95,

4898–4904.
179 Y. Q. Zhan, M. P. de Jong, F. H. Li, V. Dediu, M. Fahlman

and W. R. Salaneck, Phys. Rev. B: Condens. Matter Mater.
Phys., 2008, 78, 045208.

180 S. T. Lee, X. Y. Hou, G. M. Mason and C. W. Tang, Appl.
Phys. Lett., 1998, 72, 1593–1595.

181 Y. Liu, S. M. Watson, T. Lee, J. M. Gorham, H. E. Katz,
J. A. Borchers, H. D. Fairbrother and D. H. Reich, Phys. Rev.
B, 2009, 79, 075312.

182 J. J. H. M. Schoonus, P. G. E. Lumens,
W. Wagemans, J. T. Kohlhepp, P. A. Bobbert, H. J. M.
Swagten and B. Koopmans, Phys. Rev. Lett., 2009, 103,
146601.

183 G. Szulczewski, H. Tokuc, K. Oguz and J. M. D. Coey, Appl.
Phys. Lett., 2009, 95, 202506.

184 B. Kanchibotla, S. Pramanik, S. Bandyopadhyay and
M. Cahay, Phys. Rev. B: Condens. Matter Mater. Phys.,
2008, 78, 193306.

185 J. W. Yoo, H. W. Jang, V. N. Prigodin, C. Kao, C. B. Eom and
A. J. Epstein, Phys. Rev. B: Condens. Matter Mater. Phys.,
2009, 80, 205207.

186 J. C. Clark, G. G. Ihas, A. J. Rafanello, M. W. Meisel,
M. Reghu, C. O. Yoon, Y. Cao and A. J. Heeger, Synth.
Met., 1995, 69, 215–216.

187 Y. Long, Z. Chen, J. Shen, Z. Zhang, L. Zhang, K. Huang,
M. Wan, A. Jin, C. Gu and J. L. Duvail, Nanotechnology,
2006, 17, 5903–5911.

188 W. Wagemans, A. J. Schellekens, M. Kemper, F. L. Bloom,
P. A. Bobbert and B. Koopmans, Phys. Rev. Lett., 2011,
106, 196802.

189 J. D. Bergeson, V. N. Prigodin, D. M. Lincoln and
A. J. Epstein, Phys. Rev. Lett., 2008, 100, 067201.

190 F. L. Bloom, W. Wagemans and B. Koopmans, J. Appl.
Phys., 2008, 103, 07F320.

191 Y. Z. Long, Z. H. Yin and Z. J. Chen, J. Phys. Chem. C, 2008,
112, 11507–11512.

192 W. Wagemans, P. Janssen, E. H. M. van der Heijden,
M. Kemerink and B. Koopmans, Appl. Phys. Lett., 2010,
97, 123301.

193 Y. Long, Z. Chen, X. Zhang, J. Zhang and Z. Liu, Appl. Phys.
Lett., 2004, 85, 1796–1798.

194 W. Xu, G. J. Szulczewski, P. LeClair, I. Navarrete, R. Schad,
G. Miao, H. Guo and A. Gupta, Appl. Phys. Lett., 2007,
90, 072506.

195 C. Barraud, P. Seneor, R. Mattana, S. Fusil,
K. Bouzehouane, C. Deranlot, P. Graziosi, L. Hueso,
I. Bergenti, V. Dediu, F. Petroff and A. Fert, Nat. Phys.,
2010, 6, 615–620.

196 J.-W. Yoo, C.-Y. Chen, H. W. Jang, C. W. Bark,
V. N. Prigodin, C. B. Eom and A. J. Epstein, Nat. Mater.,
2010, 9, 638–642.
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